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Flowmon Virtual Appliances

Avirtual appliance is a pre-configured virtual machine image, ready to run on a hypervisor or in the cloud. Virtual
appliances are intended to eliminate the installation, configuration and maintenance costs associated with running
complex stacks of software in heterogeneous environments.

Flowmon Networks provide a number of virtual appliances intended to simplify the deployment of Flowmon in on-
premise virtualization platforms and public cloud environments. The following guide provides

«+ adescription of types of appliances available to partners and customers,

« alist of supported platforms and environments,

« aset of step by step manuals for deploying Flowmon appliances in aforementioned platforms and
environments.

For additional assistance, please contact

Flowmon Probe

The Flowmon Probe appliance provides the functionality of a Flowmon Probe without the built-in Flowmon
Collector. It is optimized for deployment in supported platforms listed below.

This specialized appliance enables cost-effective network traffic monitoring and flow data export in deployments
with multiple Flowmon Probe instances and at least one Flowmon Collector instance. An additional Flowmon
Collector instance, virtual or hardware-based, is required for flow data collection and analysis.

For the list of available models, refer to the document.


http://www.flowmon.com
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https://www.flowmon.com/en/resources?type=specification
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Flowmon Collector

The Flowmon Collector appliance provides the functionality of a Flowmon Collector with a built-in Flowmon Probe.
It is optimized for deployment in supported platforms listed below.

This combination enables flow data collection and network traffic monitoring without the necessity for deploying
additional appliances.

For the list of available models, refer to the document.


http://www.flowmon.com
https://www.flowmon.com/en/resources?type=specification

Flowmon
Overview

Flowmon for VMware gives network administrators and security engineers
insight into what is happening in their infrastructure. Its powerful features can
be used to gain control of bandwidth utilization, optimize network and
application performance, reduce time to resolution during troubleshooting
and keep the infrastructure protected against modern cyber-security threats.

Flowmon for VMware is

« avirtual appliance intended for the VMware environment,

+ capable of collecting as well as generating flow data,

« fully under customer's control - including updates, backups, and
configuration.

Flowmon for VMware supports

« IPFIX, NetFlow v5/v9 or sFlow data collection from Flowmon Probes or
other compatible devices (e.g., customer routers),

+ ingestion of Amazon VPC Flow Logs from AWS,

« traffic monitoring on local vSwitches,

« traffic monitoring on local dedicated physical interfaces,

« 3rd-party packet brokers such as Garland Prisms, Ixia CloudLens, or
Gigamon,

+ ERSPAN/GRE traffic mirroring.

This guide describes the deployment procedure of Flowmon for VMware using
an OVF template with a default storage capacity of 40 GB. The storage capacity
can be later changed to match the purchased license.

Features

Flowmon for VMware supports three modes of operation

+ Probe,
« Collector,
« Collector and Probe.
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In this mode, the virtual appliance acts as a Flowmon Probe. It accepts mirrored traffic on monitoring ports and

exports flow data to at least one remote Flowmon Collector instance.

Supported traffic mirroring solutions:

Supported 3rd-party packet brokers:


http://www.flowmon.com
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In this mode, the virtual appliance acts as a Flowmon Collector and accepts supported flow formats from external
probes, network devices, or Amazon VPC Flow Logs on management ports. For details on supported flow sources
and formats, refer to the official Flowmon User Guide.

In this mode, the virtual appliance acts both as a Flowmon Probe and Flowmon Collector. Probe sends data to the
locally available Collector. For details on configuration, refer to the official Flowmon User Guide.

Licensing
Flowmon for VMware is a virtual appliance using the Bring-Your-Own-License (BYOL) licensing model.
With BYOL, you can apply for a Free Trial License at

For support orinquiries, see our

Prerequisites

In order to follow this guide, you need the following:

1. VMware ESXi 5.5 or newer and VMware vSphere (demonstrated on vSphere v6.7).

2. Flowmon for VMware downloaded from the , archives for download are located
in Downloads / Products / Flowmon Virtual Appliances & Cloud / Flowmon for VMware. Unless directed
otherwise, pick the latest stable version with the desired set of modules.

3. Avalid Flowmon license or a trial license from

Deployment

The deployment of Flowmon for VMware consists of the following steps:

1. Decompress the downloaded zip file containing all the files necessary for installation.
2. InyourvSphere Client in the VMs and Templates tab, right click on your Datacenter and click on Deploy
OVF Template.


http://www.flowmon.com
http://flowmon.com
https://www.flowmon.com/en/contact
https://portal.flowmon.com/s/downloads
https://www.flowmon.com/en/download-free-trial
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3. Select all the files from the downloaded and decompressed zip archive, .mk, .ovf and .vmdk, and click on
the Next button.

Deploy OVF Template

1 Select an OVF template

2 Select a name and folder

3 Select a compute resource

4 Review details

5 Select storage

6 Ready to complete

Select an OVF template

Select an OVF template from remote URL or local file system

Enter a URL to download and install the OVF package from the Internet, or

browse to a location accessible from your computer, such as a local hard

drive, a network share, or a CO/DVD drive.

Y URL

® Local file

Choose File54 files

Flowman Collector Virtual.mf
Flowrnaon Collector Virtual.owf

Flowrmaon_Collector_Virtual-disk-0.vmdk
Flowmaon_Collector_Virtual-disk-1.vmdk

CANCEL

NEXT

4. Enter a Virtual machine name and select a Location for your new virtual appliance and click on
the Next button.

www.flowmon.com
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Deploy OVF Template

+ 15elect an OVF template Select a name and folder

_ Specify a unigue name and target location

3 Select a compute resource

i i Virtual Flowmon Collector 10.0.2 Virtual YMware
4 Review details
5 Select storage machine
name:

6 Ready to complete

Select a location for the virtual machine.

v

> Flowmon Networks Development

-

CANCEL BACK NEXT,“

5. Select a compute resource and click on the Next button.

Deploy OVF Template

+ 15elect an OVF template Select a compute resource
« 2 Select a name and folder Select the destination compute resource for this operation
3 Select a compute resource
4 Review details W Flowmon NMetworks Development
5 Select storage > Flowmon Development Cluster
6 Ready to complete b GA Cluster
Compatibility
" Compatibility checks succeeded.

CANCEL BACK NEXT@

www.flowmon.com 6
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6. Review details and click on the Next button.

Deploy OVF Template

+ 15elect an OVF template Review details

+ 2 Select a name and folder Verify the template details.

w 3 Select a compute resource

4 Review details

5 Select storage Publisher Mo certificate present
6 Select networks
Product Flowmon Collector Virtual.ovf
7 Ready to complete
Version 10.00.02
Vendor Flowmon Networks, a.s.
Description Flowmon Collector Virtual.ovf v10.00.02
Download size 91GB
Size on disk Unknown (thin provisioned)

48 0 GB (thick provisioned)

CANCEL BACK NEXT&

7. Select storage in which you want to store the configuration and disk files. After that, select Thin
provisioning or Thick provisioning according to your preferences and click on the Next button.

www.flowmon.com 7
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Deploy OVF Template

+ 15elect an OVF template Select storage

+ 2 Select a name and folder Select the datastore in which to store the configuration and disk files

+ 3 Select a compute resource

+ 4 Review details []

5 Select storage
Select virtual disk format: Thin Provision

& Select networks @
7 Ready to complete VM Storage Policy:
Mame Capacity Provisioned Free
:' 110 - Datastore 1 (no RAID) 45825 GB 212 GB 45613 GE =
& 10 - Datastore 2 (no RA... 453.5 GB 977 MB 46255 GB
:' 117 - Datastare 923.5GB 83.2GB 8497 GB
:' 118 - Datastore 9235 GB 4872 GB 652.48 GB
:' datastorel 923.5GB 976 MB 922.55 GB
:l datastoral (1) 9235 GE 976 MB 52255 GB
& kamzik 1 - Shared 1SCSI . 432 7B 559 TB 953.08 GB
O] Kamzik 2 - Shared ISCS| .. 863 TB 1249 TB 12278
] (R
Compatibility

v Compatibility checks succeeded.

CANCEL BACK NEXT

8. Select networks to be used by the virtual appliance. Management ports are used for access to the web
interface. Connect them to your LAN. Then click on the Next button.

www.flowmon.com 8
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Deploy OVF Template
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+ 15elect an OVF template

+ 2 Select a name and folder
+ 3 Select a compute resource
+ 4 Review details

+ 5 Select storage

6 Select networks

7 Ready to complete

Select networks

Select a destination netwaork for each source network.

Source Network
Monitor port 2

Manitor port 1

Management Port 2

Management Port 1

T Destination Network T
Manitor port 2 v ot
Maonitor port 1 ~

<

Management DPort Static VLAN 4

Management DPort DHCP VLAN 50 «

4 tems

IP Allocation Settings

IP allocation:

IP protocol:

Static - Manual

IPvd

CANCEL BACK NEXT,“

9. Review all the information and click on the Finish button to start the deployment process. It may take

several minutes.

Deploy OVF Template

+ 15elect an OVF template

« 2 Select a name and folder
« 3 Select a compute resource
+ 4 Review details

+ 5 Select storage

+ 6 Select networks

7 Ready to complete

Downlead size

Size on disk

Folder

Resource

Storage mapping

All disks

Network mapping

Monitor port 2

Monitor port 1

Management
Port 2

e

Unknown
Flowmon Metworks Development

Flowmon Development Cluster

Datastore: Kamzik 2 - Shared iSCS| Datastore; Format: Thin
provision

Monitor port 2
Monitor port 1

Management DPort Static VLAN 4

-

CANCEL BACK FINISH&

10. Find the newly created Flowmon virtual appliance and click on Power On in the Actions / Power menu. Wait

for the appliance to start.

www.flowmon.com
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Flowmon Collector 10.0.2 Virtual ACTIONS v

DJ - Flowmon Collectar 10
Monitor Configure Permissions Datasto
Power » | P Power On @

Guest OS5 CentOs 4/5 or later (64-bit

Compatibility:  ESX/ESXi 4.0 and later (v Guest O3 > | .
o VMware Tools: Mot rLl-mirg. version:21474 Snapshots » | o

More info

DMS Mame: |_§ Open Remote Console

IP Addresses:

Host: 92.168.3.108 & Migrate... =
ote Console @ £\ Clone *

Virtual Disks

Once the new instance is running, you may provision additional data storage. After attaching an additional disk
following this guide, refer to / Data Storage to activate it.

To attach an additional/replacement disk for data, you have to:

1. Open the vSphere Client, select your Flowmon instance, click on Actions and choose Edit settings.

& OK - Flowmon 10.01.06 ACTIONS v

Eﬁ. Actions - OK - Flowmon 10.01.06 - n_.
summary Monitor Configure Permissions Datastores
— Power 3
Guest O5: CentOSs 7 (64-bit)
st O -
Compatibility: ESX/ESXi 4.0 and later (VM version GuestOs
VMware Tools: Running, version:10336 (Guest Mang Snaoshots »
More info
DMS Mame: localhost |_§ Open Remote Console
IP Addresses: 192168 51107
A—
Wiew all 3 IP addresses 5 Migrate...
) R E T
Host: 92.168.2.119 Clone .
J} Fault Tolerance 3
VM Pelicies »
WM Hardware ~
Template »
Related Objects Compatibility > .
~ Edit Settings..
Cluster Wj Flowmon Development @
_ Move to folder..
Host [A 192168319
Rename...
Metworks Management DPort DH
@ Monitor port 1 Edit Motes._..
; Monitor port 2 Tags & Custom Attributes >
{2y VM Monitor DPort
Add Permission..
Storage Co

10
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Edit Settings

Virtual Hardware

> CPU

Lo

Memory

Lo

Hard disk 1

e

Hard disk 2

o

SCSI controller O

Lo

MNetwork adapter 1

e

Network adapter 2

Lo

Metwork adapter 3

e

Network adapter 4

Lo

CD/DVD drive 1

e

Video card

VMCI device

Other

Lo

www.flowmon.com

OK - Flowmon 10.01.06

VM COptions

Flowmon Virtual Appliances
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2. Click on the Add New Device button to add a new Hard Disk.

ADD NEW DEVICE

CD/DVD Drive
Host USB Device
RDM Disk
Existing Hard Disk
MNetwork Adapter
SCSI Controller
USE Controller
SATA Controller
NVMe Controller

LS| Logic Parallel

Management DPort DHCP VL. ~

Shared PCI Device

WM Monitor DPort

Monitor port 1 +~

Monitor port 2 ~

Client Device

PCl Device

Connected

Connected

Device on the virtual machine PCl bus that provides support for the

virtual machine communication interface

Additional Hardware

11
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3. Setdisksize.

Edit Settings

OK - Flowmon 10.01.06

VM Options

Flowmon Virtual Appliances
Rev. 41, 30/07/2021

Virtual Hardware

e

Lo

CPU

Memory

Hard disk 1

Hard disk 2

ADD NEW DEVICE

4~ G}

New Hard disk *

400 GB ~

e

o

e

e

Lo

Lo

o

4. Check settings, click on the OK button.

SCSI controller

Network adapter 1

Network adapter 2

Network adapter 3

MNetwork adapter 4

CD/DVD drive 1

Video card

VMCI device

Other

LSl Logic Parallel

Management DPort DHCP VI v L4 Connected

WM Monitor DPort » Connected

Monitor port 1

Monitor port 2

. Connected

Connected

Client Device ~

Device on the virtual machine PCI bus that provides support for the

virtual machine communication interface

Additional Hardware

Flowmon Configuration

Please refer to Post-installation Steps.

www.flowmon.com
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VMware Dedicated Port Monitoring

Flowmon for VMware has the ability to monitor traffic and generate NetFlow /

IPFIX flow data. To enable this functionality for the monitoring of an external
source connected to a physical port of the VMware host, please follow the

steps outlined below.

« Arunning instance of
« An external source of network traffic connected to a physical network interface of the VMware host.

- Flowmon Collector (with a built-in Probe) or Flowmon Probe.

Setting up dedicated port monitoring is done by assigning a specific physical interface to a virtual switch and
connecting Flowmon's monitoring interface to the same virtual switch.

1. Inthe vSphere client, click on the IP address of a VMware host. Then click on the Configure tab,

select Virtual switches and click on Add Networking.

vm vSphere Client

B w B8
=

v [f Flowmon Networks D.
~ [E]l Flowmon Develop.
[J 1921683102
[4 192168.3.103
[J 192.168.3.108
[ 1921683110
[& 192.168.3.117
192168.3.118
192168.3.119
192.168.2.120
{5 ADS - Demo - 10
{3 ADS - Demo - 11
[ ADS - Demo - 9
1 ADS-9.5

(31 Anet - lokalizace ...

(1 APM DB ris
(51 APM DEVEL
({1 APM devel - old

[

&

fenu v

[4 192.168.3.120

Summary Monitor

~ Storage
Storage Adapters

Storage Devices

Host Cache Configur.

Protocol Endpoints
1/O Fiters

~ Networking
Virtual switches
VMkernel adapters

Physical adapters

TCP/IP configuration

~ Virtual Machines
WM Startup/Shutdo.
Agent VM Settings
Default YM Compati.
Swap File Location

- System

ACTIONS v

Configure Permissions

VMs Datastores Networks Updates

Virtual switches

B Add Nen-vommgﬁ €@ Refresh

Switch

DSwitch - Monitoring

¥  Discovered Issues

& DSwitch - Management

41t vswitcho

31 vSwitcht

13
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2. Select Virtual Machine Port Group for a Standard Switch and click on the Next button.

192.168.3.120 - Add Networking

1 Select connection type Select connection type

2 Select target device Select a connection type to create.

3 Connection settings

4 Ready to complete
() WMkernel Network Adapter

The WMkernel TCR/IP stack handles traffic for ESXi services such as vSphere vMotion,
ISCSI, NFS, FCoE, Fault Tolerance, vSAN and host management.

) virtual Machine Port Group for a Standard Switch
A port group handles the virtual machine traffic on standard switch.
() Physical Network Adapter

A physical network adapter handles the network traffic to other hosts on the network,

CAMNCEL
4
3. Select New standard switch and click on the Next button.
192.168.3.120 - Add Networking
+ 1Select connection type Select target device
Select a target device for the new connection.
2 Create a Standard Switch
4 Connection settings
() Select an existing standard switch
5 Ready to complete
BROWSE
) New standard switch
MTU (Bytes) 1500
4

www.flowmon.com 14
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4. Click on the Plus button.

192.168.3.120 - Add Networking

+ 1Select connection type Create a Standard Switch
+ 2 Select target device Assign free physical network adapters to the new switch.
|
4 Connection settings ASSIQnEd adapters
5 Ready to complete % | & ]
Active adapters -

Standby adapters

Unused adapters

Select a physical network adapter from the
list to view its details.

5. Select the Physical Adapter you want to add to the switch and click on the OK button.

Add Physical Adapters to the Switch X

Network Adapters Al Properties ~ CDP  LLDP

-

Wi Adapter Intel Corporation Ethernet Server Adapter [350-T4
Name vmnic2
Location PCI 0000:af:00.0
Driver igbn
Status
Status Disconnected
Actual speed, Duplex Down
Configured speed, Duplex Auto negotiate
MNetworks No networks

Network I/O Control

Status Allowed
SR-10V
Status Disabled

Cisco Discovery Protocol
i Cisco Discovery Protecol is net available on this physical network adapter

Link Layer Discovery Protocol
0 Link Layer Discovery Protocol is not available on this physical network adapter

www.flowmon.com 15
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6. Click on the Next button.

Flowmon Virtual Appliances
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192.168.3120 - Add Networking

+ 1 Select connection type
+ 2 Select target device

3 Create a Standard Switch

4 Connection settings

5 Ready to complete

Create a Standard Switch
Assign free physical network adapters to the new switch.

Assigned adapters Al Properties  CDP

aF | b4 ‘ Adapter
Active adapters -
Name
(Mew) vmnic2 Location
Driver
Standby adapters
Status
Unused adapters
P Status

Actual speed, Duplex
Configured speed, Duplex
Metworks

Network /O Control
Status

SR-IOV
Status

Cisco Discovery Protocol
-
1

LLDF

Intel Corporation Etl =
1350-T4

vmnic2

PCI QO00:af:00.0
igbn

Disconnected
Down

Auto negotiate
Mo networks

Allowed

Disabled

o d
7. Enter a Network label, select the VLAN ID as All (4095) and click on the Next button.
192.168.3.120 - Add Networking

+ 1Select connection type Connectlon settings

+ 2 Select target device Use network labels to identify migration-compatible connections common to two or more

+ 3 Create a Standard Switch hosts.

5 Ready to complete MNetwork label WM MNetwork 2
VLAN ID | Al (4095)| | v

&

www.flowmon.com
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8. Review settings and click on the Finish button.

192.168.3120 - Add Networking

+ 15elect connection type Ready to complete

+ 2 Select target device Review your settings selections before finishing the wizard.

+ 3 Create a Standard Switch

+ 4 Connection settings MNew standard switch vSwitch2
e —— V|rtga| machine port group W Network 2
Assigned adapters vmnic2
Switch MTU 1500
VLAN ID All (4095)

9. Now continue with VMware vSwitch Monitoring and connect Flowmon's monitoring interface to the same
virtual switch to complete the configuration.

F

Flowmon Configuration

No configuration specific for VMware dedicated port monitoring is necessary. See instructions on how to enable a
monitoring port in the Flowmon User Guide.

www.flowmon.com 17
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VMware vSwitch Monitoring

Flowmon for VMware has the ability to monitor traffic and generate NetFlow / y
IPFIX flow data. To enable this functionality for the monitoring of a VMware
vSwitch local to the VMware host where Flowmon is running, please follow the
steps outlined below.
« Arunning instance of - Flowmon Collector (with a built-in Probe) or Flowmon Probe.

Setting up vSwitch monitoring is done by creating a new port group and configuring it to use the promiscuous
mode.

1. Inthe vSphere client, click on the IP address of a VMware host. Then click on the Configure tab,
select Virtual switches and click on Add Networking.

vm

@ 2 @ [4 192.168.3.120 | acmons~

[ 1927168:3.120 - Summary Monitor ~ Configure  Permissions ~ VMs Datastores Networks Updates
5 ADS - Demo - 10 —
{5 ADS - Demo - 11 ~ Storage Virtual switches
(% ADS - Demo - 9 Storage Adapters
%) Add Networkin Refresh | Tigy Migrate Networking Manage Physical Adapters.. X Remove
& ADs-95 Storage Devices 9* © = Mig 9 ge Phy: g
1 Anet - lokalizace .. Host Cache Configur. Switch T  Discoverad Issues
(1 APM DB rls Protocol Endpoints @ Dswitch - Monitoring _
/O Filters.
5 APM DEVEL DSwitch - Management
31 APM devel - old ~ Netwaorking
51 APM GUI DEVEL Virtual switches. & vswitcho
{5 APM GUI devel - VMkemel adapters it vswitc
3 APM Test 1 Physical adapters Distributed switch: DSwitch - Monitoring
{5 APM Test1-old TCP/IP configuration
[ APM Test 2 cole.. = Virtual Machines General
Name DSwitch - Monitoring
{5 APM Test 3 probe VM Startup/Shutcc. Manufacturer Uhware. Inc
APM test eShoy Agent VM Settings Wersion 65.0
B
(51 APM test MySGL Default VM Compati Number of uplinks 2
Number of ports 124
51 APM test Oracle Swap File Location Network /O Control Enabled

(31 APM test Win 10 ~ System

- *  Advanced

1 ADM test Win 20

18
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2. Select Virtual Machine Port Group for a Standard Switch and click on the Next button.

192.168.3.120 - Add Networking
Select connection type

2 Select target device Select a connection type to create.

3 Connection settings

4 Ready to complete
() VMkernel Network Adapter

The YWMkernel TCR/IP stack handles traffic for ESXi services such as vSphere vMotion,
ISCSI, NFS, FCoE, Fault Tolerance, vSAMN and host management.

° Virtual Machine Port Group for a Standard Switch
A port group handles the virtual machine traffic on standard switch.
() Physical Network Adapter

A physical network adapter handles the network traffic to other hosts on the network.

3. Click on the Select an existing standard switch option and browse the existing switches. Select the one for
which you want to create a port group. Then click on the Next button.

Fd

192.168.3.120 - Add Networking

+ 1Select connection type Select target device

2 Select target device Select a target device for the new connection.

3 Connection settings

4 Ready to complete
° Select an existing standard switch

BROWSE ...

() New standard switch

MTU (Bytes) 1500

CANCEL BACK m

www.flowmon.com 19
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4. Enter a Network label, select the VLAN ID as All (4095) and click on the Next button.

192.168.3.120 - Add Networking

+ 1Select connectlon type Connectlon settings

+ 2 Select target device Use network labels to identify migration-compatible connections common to two or more

3 Connection settings hosts.

4 Ready to complete

Metwork label MonitoringPortGroup

VLAN 1D | Al (4095) | v |

CANCEL BACK m

5. Review settings and click on the Finish button.

192.168.3.120 - Add Networking

+ 1Select connection type Ready to complete

+ 2 Select target device Review your settings selections before finishing the wizard.

+ 3 Connection settings

4 Ready to complete Virtual machine port group MonitoringPortGroup

Standard switch vSwitchO
VLAMN ID All (4095)

CANCEL BACK m

&

www.flowmon.com 20
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6. Select the newly created port group and click on the Edit button.

vm vSphere Client Menu v

8 g @ 192.168.3.120 | acmions~
[2 1921683120 *  Summary  Monitor  Configure  Permissions  VMs
(9 ADS - Demo - 10 —
£ ADS - Demo - 11 ~ Storage BIRALSSCURSVVECTIES)
9 ADS - Demo - 9 Storage Adapters ) Add Networking.
& ADS-9.5 Storage Devices e
(31 Anet - lokalizace ... Host Cache Configur. DSwitch - Monitoring
(3 APM DE 1ls Protecol Endpoints
DSwitch - Management
(1 APM DEVEL 1/Q Filters
(@ APM devel - old v Networking $it vswitcho
{31 APM GUI DEVEL Virtual switches i vswitcht

{1 APM GUI devel - VMkemnel adapters

5 APM Test 1 Standard switch: vSwitchQ

Physical adapters
TCP/IP configuration

£ APM Test 1- old Port Groups ~ Properties  Policies
(31 APM Test 2 cole.. ~ Virtual Machines _—
{31 APM Test 3 probe VM Startup/Shutdo @ petals # Edn% X Remove
{1 APM test eShop Agent VM Settings Port Group
{1 APM test MySOL Default VM Compat. e
(1 APM test Oracle Swap File Location
@ VM Network

(1 APM test Win 10

~ System
1 APM test Win 20 |

Datastores

G Refresh | 'Sy Migrate VMkernel Adapter

Flowmon Virtual Appliances
Rev. 41, 30/07/2021

Networks

Updates

# Edit

[ Manage Physical Adapters... X Remove

Y  Discovered Issues

A g VLAN ID T Active Ports. hd Uplinks
All (4035) 0

0

7. Go tothe Security tab and check the Override checkbox next to Promiscuous mode and set the value

to Accept. Then click on the OK button.

MonitoringPortGroup - Edit Settings

Properties

Security

Traffic shaping

Promiscucus mode

MAC address changes

Teaming and failover
Forged transmits

Overnde  Accept ¢

|:I Override

|:I Override

r

Flowmon Configuration

No configuration specific for VMware vSwitch monitoring is necessary. See instructions on how to enable a

monitoring port in the Flowmon User Guide.

www.flowmon.com
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VMware Distributed vSwitch Monitoring

Flowmon for VMware has the ability to monitor traffic and generate NetFlow / y
IPFIX flow data. To enable this functionality for the monitoring of a VMware
Distributed vSwitch (DSwitch), please follow the steps outlined below.

Network traffic from a virtual machine is monitored by a Flowmon instance
running on the same host. This concept requires a Flowmon instance
deployed on each physical host where monitored virtual machines could
potentially run.

« Arunning instance of - Flowmon Collector (with a built-in Probe) or Flowmon Probe.

Deployment

In order to monitor a DSwitch, distributed port mirroring needs to be configured. Flowmon for VMware has to
be deployed on each VMware host (ESXi server) and connected to the DSwitch you wish to monitor.

1. PortIDs of all Flowmon monitoring ports need to be collected. Port IDs can be found in Edit settings -
Network adapter settings. For an appliance with one monitoring port, check the port ID of Network
adapter 2. For appliances with more monitoring ports, check port IDs of for Network adapters from 3 to x
(x equals 4, 6, 8 depending on the number of monitoring ports - 2, 4, 6). Port IDs will be used as destinations
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in the monitoring session.

mwﬁpﬂma SDRS Rules iwmﬂpum=:
v @ cPu | - @
W Memory i - | ] -
» 2 Hard disk 1 B = [ce |
¢ B, SC51 controlipr O L3I LogicParaligl
» [l Metwaork adagler 1 | anagement CiPor (Dbwitch - Mang | = | &1 Connecled
= [l Network sdapler 2 | tanagement P ar (DSwitch - Wang | = | &1 Connecled
Haheg [ Connect il Powaer On
Por iD 34
Adagter Type -
MAC Address 050056006055 tic |-
» (8 CIVDVD drive 1 | Host Dievice = | L] Connected
» [ Fleppy ame 1 | Hast Dewvce = | L] Connected
» [l video card peaify cusi fi .
¥ o VMCH davice
» Oihver Dindces
» Upprade L] Schedule V4 Compatibility Lporade. .
Hew device [ S — _.']
Compabiity: ESXESX 4.0 and later (vl version T) oK Cancel |

E
&

2. Using the same procedure, collect Port IDs of virtual machines that should be monitored. These Port IDs will
be used as sources in the monitoring session.
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In DSwitch configuration, choose tab Manage and section Port mirroring.
|

= DSwitch - Management  Actions ~

Gefting Started  Summary  Monitor | Manage | Related Objects

m Alarm Definitions | Tags | Permissions | Network Protocol Profiles | Ports | Resource Allocation

4 Port mirroring
Propertias o New
Topology Session Hame Tyre
Private VLAN vave-1 Distributed Port]
HetFlow vave? Encapsulated Ri
Health check
[

Create a new monitoring session by clicking on the New button. In the first step, choose the Distributed

Port Mirroring option and click on the Next button.
= DS . Managimant - A8 Por Lirorng Sesson (2

CESTTTITI

Salact thes Bypa of i D\Dﬂl"‘d‘lbﬂﬂu S50
2 Edil propeies

3 Selact sources =) [HeInBagti=d Porl Mirrorsg
MSreC network BRlG from 3 56l of dismibuled £oms 1o ohar Sstntuted pons

—
) Remate Mimoring Source
Mo tesr B AB om 3 sel of dalbuled B2 o Speclc uplink pons

4 Sedact desDnamons

5 Resdy \o complein

Enter a name for the session and click on the Next button.

= DSwitch - Management - Add Port Maroring Session (THE
# 1 Select session type Edit prope s
(2 conpoveries
3 Selet suices Hams Frswenon AP Marept
4 Spdac] deslinalions
Status Enatied -
5 Ready D comphate J
Saasinn iroe Dramizuted Peet Mireoring
Advancad peoga et 4
Hormal UD o SN ENn ports [ Disaliowea | = |
ifraned pachet IBOgTy [Byies) [ Enatis
Sampling rabe 1 =
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6. Inthe Select sources window, choose Port IDs of virtual machines that should be monitored and clink on
the Next button.

7. Inthe Select destinations window, choose Port IDs of Flowmon's monitoring interfaces and click on the
Next button.

[ 4 Soioctdestnatons - e
¥ Ready io comphte ] [ 1z 18a3110 f WAVE - FlowmoeProbe2
34 [@ 1921582 903 1 VAVE - FlowmoaProbe+

8. Check the settings before clicking on the Finish button.

& When you add a new virtual machine that you would like to monitor, it is necessary to update the list of
source ports.

Flowmon Configuration
& To ensure continuous traffic visibility, disable migration for all Flowmon instances.

No configuration specific for VMware Distributed vSwitch monitoring is necessary. See instructions on how to
enable a monitoring port in the Flowmon User Guide.
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Overview

Flowmon for KVM gives network administrators and security engineers insight
into what is happening in their infrastructure. Its powerful features can be
used to gain control of bandwidth utilization, optimize network and
application performance, reduce time to resolution during troubleshooting
and keep the infrastructure protected against modern cyber-security threats.

Flowmon for KVM is

« avirtual appliance intended for the KVM environment,

+ capable of collecting as well as generating flow data,

« fully under customer's control - including updates, backups, and
configuration.

Flowmon for KVM supports

« IPFIX, NetFlow v5/v9 or sFlow data collection from Flowmon Probes or
other compatible devices (e.g., customer routers),

+ ingestion of Amazon VPC Flow Logs from AWS,

« traffic monitoring on local Open vSwitches,

« traffic monitoring on local dedicated physical interfaces,

« 3rd-party packet brokers such as Garland Prisms, Ixia CloudLens, or
Gigamon,

+ ERSPAN/GRE traffic mirroring.

This guide describes the deployment procedure of Flowmon for KVM using a
set of gcow2 disk images. The storage capacity can be later changed to match
the purchased license.

Features

Flowmon for KVM supports three modes of operation:

+ Probe,
« Collector,
« Collector and Probe.

Flowmon Virtual Appliances
Rev. 41, 30/07/2021

In this mode, the virtual appliance acts as a Flowmon Probe. It accepts mirrored traffic on monitoring ports and

exports flow data to at least one remote Flowmon Collector instance.
Supported traffic mirroring solutions:

Supported 3rd-party packet brokers:
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In this mode, the virtual appliance acts as a Flowmon Collector and accepts supported flow formats from external
probes, network devices, or Amazon VPC Flow Logs on management ports. For details on supported flow sources
and formats, refer to the official Flowmon User Guide.

In this mode, the virtual appliance acts both as a Flowmon Probe and Flowmon Collector. Probe sends data to the
locally available Collector. For details on configuration, refer to the official Flowmon User Guide.

Licensing
Flowmon for KVM is a virtual appliance using the Bring-Your-Own-License (BYOL) licensing model.
With BYOL, you can apply for a Free Trial License at

For support orinquiries, see our

Prerequisites
In order to follow this guide, you need the following:

1. KVM-based host with a graphical user interface and Virtual Machine Manager installed.

2. Flowmon for KVM downloaded from the , archives for download are located
in Downloads / Products / Flowmon Virtual Appliances & Cloud / Flowmon for KVM. Unless directed
otherwise, pick the latest stable version with the desired set of modules.

3. Avalid Flowmon license or a trial license from

Deployment
The deployment of Flowmon for KVM consists of the following steps:

1. Unzip the archive.
2. Start the Virtual Machine Manager application.
3. Select File - New virtual machine.
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4. Select Import existing disk image and click the Forward button.

m Create a new virtual machine

Connection: QEMU/KVM: 192.168.6.99

Choose how you would like to install the operating system

Local install media (ISO image or CDROM)
Network Install (HTTP, HTTPS, or FTFP)
MNetwork Boot (PXE)

© Import existing disk image

@) Cancel Back & Forward

5. Select path to the unzipped file from step 2, choose disk 0 and confirm the settings with the Choose
volume button.
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Choose Storage Volume

Size: 4960.81 GiB Free / 561.95 GiB In Use
Location: /home/vm-images

Volumes | &= | @ | I§

Volumes ¥ | Size Format U
e S [

vim-images
Filesystem Directory

FMC-10.00-KVM-TEST-disk-0.qcow?2 8.00 GiB gcow?2
FMC-10.00-KVM-TEST-disk-1 .geow2 100.00 GIiB qcowz
v
¥
v
|| D@ Browse Local | | @ Cancel | | « Choose Volume
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6. Choose OS type as CentOS 7.0 and proceed with Forward.

m Create a new virtual machine

Provide the existing storage path:

/home/vm-images/FMC-10.00-KVM-TEST-disk-0.qcow?2 Browse...

Choose the operating system you are installing:

s+ Cent0S 7.0 Q

@ Cancel O Back &) Forward
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7. Assign CPU cores and RAM to the appliance (Recommended minimum: 8 CPU, 16GB RAM).

m Create a new virtual machine

Choose Memory and CPU settings:

Memory: | 8192 -+

Up to 24530 MiB available on the host
CPUs: | 8 - +

Lp to 24 available

@ Cancel {Back &) Forward

8. Setaname for the appliance, check option Customize configuration before install and Finish the
configuration.
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m Create a new virtual machine

Ready to begin the installation

Name: | MyFlowmonCollector

05: CentO5 7.0
Install: Import existing OS image
Memaory: 8192 MIB

CPUs: &
Storage: ..ges/FMC-10.00-KVM-TEST-disk-0.qcow2

Customize configuration before install

P Network selection

Cancel Back Finish
@ +

9. Select VirtlO Disk 1, set Disk bus to VirtlO and Apply the settings. Then click Add Hardware in order to add
a datadrive.

www.flowmon.com 32


http://www.flowmon.com

— Flowmon Virtual Appliances
—= Flowmon Rev. 41, 30/07/2021

| X Driving Network Wisibility

MyFlowmonCollector on QEMU/KVM: 192.168.

v 4 Begin Installation @ Cancel Installation

l_j Overview Virtual Disk
B 05 information Source path: /home/vm-images/FMC-10.00-KVM-TEST-disk-0.gcow2
a CPUs Device type: VirtIO Disk 1
Storage size: 8.00 GiB

Bl Memory

] Readonly:
‘G Boot Options Shareable:

! Virtlo Disk 1
NIC :84:a8:1 ~ Advanced options
Disk bus: | Virt1o »

B Tablet
B Display Spice Serial number:
= Soundich6 Storage format: | qcow2
=2 Console

» Performance options
t=> Channelgemu-ga

t=> Channelspice

B video QXL

= Controller USB 0
B uUsB Redirector 1
B uUsB Redirector 2
ﬂﬁ RNG /dev/urandom

== Add Hardware == Remove @ Cancel Apply

10. Select the Storage option and choose Select or create custom storage. The Bus type option has to be set
to Virtl0. Then browse images by clicking on Manage....
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Add New Virtual Hardware

&= Controller
Network Create a disk image for the virtual machine
O Input 20.0 - + |GiB
] Graphics 17.5 GIB available in the default location
= sound © select or create custom storage
A Serial .
|Manage... /home fvm-images/FMC-10.00-K)
A Parallel S
»7 Console _ _ _
# Channel Device type: | B Disk device -
o8 USB Host Device Bustype: | Virtlo =
o8 PCI Host Device
Bl video » Advanced options
= Watchdog
B Filesystem
&= Smartcard
B UsB Redirection
& TPM
o8 RNG
o8 Panic Notifier
Virtio VSOCK
@) Cancel « Finish
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11. Selectdisk 1 and click on the Choose Volume button.

Choose Storage Volume

Size: 4960.81 GiB Free / 561.95 GiB In Use
Location: /home/vm-images

) Volumes | &= | @ | 1§

Volumes | Size Format Used

vim-images

Filesystem Directory

FMC-10.00-KVM-TEST-disk-0.qcow?2 8.00 GiB geow2

FMC-10.00-KVM-TEST-disk-1.qcow2 100.00 GIB grow2

+ (0| Q| @ Browse Local | | @D Cancel | | « Choose Volume
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12. Confirm the setup by clicking on Finish.
Add New Virtual Hardware

&= Controller

Network Create a disk image for the virtual machine
O nput 20.0 - + |GiB
] Graphics 17.5 GIB available in the default location
= sound © select or create custom storage
A serial _
p |Manage... /home fvm-images/FMC-10.00-K)
A Parallel —
»7 Console _ _ _
# Channel Device type: | B Disk device -
o8 USB Host Device Bustype: | Virtlo =
o8 PCI Host Device
Bl video » Advanced options
= Watchdog
B Filesystem
&= Smartcard
B UsB Redirection
& TPM
o8 RNG
o8 Panic Notifier

Virtio VSOCK

@) Cancel « Finish

13. Select the Boot Options category and select VirtlO Disk 1 as a primary disk from which to boot the
appliance.
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MyFlowmonCollector on QEMU/K

¥4 Begin Installation @ Cancel Installation

B overview Autostart
B OSinformation Start virtual machine on host boot up

{:} CPUs Boot device order
@l Memory Enable boot menu

Boot Options .| Virtio Disk 1 0

B virtio Disk 1 B virtio Disk 2

B virtoDisk 2 NIC f
NIC :fe:8a:d6

B Tablet

Bl Display Spice

= soundiché } Direct kernel boot

=2 Console

t=> Channelgemu-ga
t=> Channelspice

El video QXL

= Controller USB 0
B UsB Redirector 1
B UsB Redirector 2
ﬂﬁ RMNG /dev/urandom

== Add Hardware @ Cancel Apply
PRY

14. Add as many interfaces as necessary to create all interfaces of a Flowmon appliance (three more for
Flowmon Collector, 1+N for Flowmon Probe with N monitoring ports). Click on Add Hardware, select
Network, choose Network source and Device model (virtio) and click on Finish.
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Add New Virtual Hardware

== Controller

Network source: | gridge br60: Host device eno2 v

Input

Graphics MAC address: 52:54:00:54:ee:be
sound Device model: virtio v
Serial

Parallel

Console

Channel

USB Host Device

PCI Host Device

Video

Watchdog

Filesystem

Smartcard

USB Redirection

TPM

RNG

Panic Notifier

Virtio VSOCK

L UBIRTESSENNNNTEO

@ Cancel « Finish
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15. After adding the interfaces, you can begin the installation by clicking on Begin Installation.

MyFlowmonCollector on QEMUL 1:192.16 99

" Begin Installation @ Cancel Installation

E osinformation Name: MyFlowmonCollector
&3 cpus uuID: 9f06d3da-137c-4d2f-8fe5-5329a4a9b5c1
. Memory Status: B shutoff (Shut Down)
dﬁ Boot Options i
) ] Title:

B virtio Disk1
B virtioDisk 2 Description:

NIC :de:2f:84

NIC :cc:fcbh

NIC:65:45:10 . .

Hypervisor Details
NIC :8f:28:6 )
¢ Hypervisor:  KVM

W) Tablet Architecture: x86_64
&) Display Spice Emulator:  /usr/libexec/gemu-kvm
== Soundiché
: Chipset: 1440FX =
t=n Console
G Channel gemu-ga Firmware: BIOS * |0
£== Channel spice
B video QxL
= Controller USBD

o Add Hardware @ cancel Apply

Flowmon Configuration

Please refer to Post-installation Steps.
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KVM Open vSwitch Port Mirroring

Flowmon for KVM has the ability to monitor traffic and generate NetFlow /
IPFIX flow data. To enable this functionality for the monitoring of an Open
vSwitch local to the KVM host where Flowmon is running, please follow the
steps outlined below.

« Arunning instance of - Flowmon Collector (with a built-in Probe) or Flowmon Probe.

Since Virtual Machine Manager does not support Open vSwitch (OVS), you have to manually modify the
configuration of your Flowmon instance.

1. Open Flowmon's XML descriptor for editing.

1 virsh edit <name-of-your-Flowmon-in-Virtual-Machine-Manager>

2. Add each monitoring port of your Flowmon to an OVSbridge previously created in your OVS. Each
monitoring port type has to be set to openvswitch. Substitute [name_of_your_0VSbridge] for the name of
your OVS bridge.

1 <interface type='bridge'>

2 <mac address='52:54:00:9f:46:cc'/>

3 <source bridge='[name_of_your_0VSbridge]'/>

4 <virtualport type='openvswitch'>

5 <parameter interfaceid='c9a700ed-9576-45aa-81f3-
b7d94b73cc91' />

6 </virtualport>
7 Kl=— ... ==
8 </interface>

3. Create a mirror in your OVS bridge.

1 ovs-vsctl -- --id=@m create mirror \

2 name=<custom-name-of-the-mirror> \

3 -- add bridge \

4 <name-of-the-0VS-bridge-where-to-add-the-mirror> \
5 mirrors @m

4. If you would like to mirror specific ports, configure per-port mirroring.
Display UUIDs of all vnet interfaces associated with OVS.
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1 ovs-vsctl show
This example shows UUIDs for vnet[0-5].
1 for p in vnet{0..5}; do
2 echo "$p: $(ovs-vsctl get port "$p" _uuid)"

3 done

For each interface created in OVS that you want to monitor set up its mirroring to the mirror created in step
3. The following command mirrors both ingress and egress traffic of the source port.

1 ovs-vsctl set mirror <name-of-the-mirror-from-step-3> \

2 select_src_port=<UUID-of-the-vnet-interface-you-want-to-
monitor> \

3 select_dst_port=<UUID-of-the-vnet-interface-you-want-to-
monitor>

5. Ifyour trafficis isolated in VLANSs, you can select specific VLAN IDs to mirror.

1 ovs-vsctl set mirror <name-of-the-mirror-from-step-3> select-
vlan=<csv-list-of-vlan-ids-to-mirror>

6. Select and set VLAN ID for mirroring output. Flowmon's monitoring interface(s) must belong to this VLAN to
receive mirrored traffic.

1 ovs-vsctl set mirror <name-of-the-mirror-from-step-3> output-
vlan=<selected-vlan-id>

7. Tag Flowmon's monitoring interface(s) with VLAN ID.

1 ovs-vsctl set port <port-name> tag=<selected-vlan-id-from-step-7>
2 # or for multiple VLANs
3 ovs-vsctl set port <port-name> trunks=<csv-list-of-vlan-ids>

No configuration specific for KYM Open vSwitch monitoring is necessary. See instructions on how to enable a
monitoring port in the Flowmon User Guide.
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Overview

Flowmon for Hyper-V gives network administrators and security engineers
insight into what is happening in their infrastructure. Its powerful features can
be used to gain control of bandwidth utilization, optimize network and
application performance, reduce time to resolution during troubleshooting
and keep the infrastructure protected against modern cyber-security threats.

Flowmon for Hyper-V is

« avirtual appliance intended for the Hyper-V environment,

+ capable of collecting as well as generating flow data,

« fully under customer's control - including updates, backups, and
configuration,

Flowmon for Hyper-V supports

« IPFIX, NetFlow v5/v9 or sFlow data collection from Flowmon Probes or
other compatible devices (e.g., customer routers),

+ ingestion of Amazon VPC Flow Logs from AWS,

« traffic monitoring on local vSwitches,

« traffic monitoring on local dedicated physical interfaces,

« 3rd-party packet brokers such as Garland Prisms, Ixia CloudLens, or
Gigamon,

+ ERSPAN/GRE traffic mirroring.

This guide describes the deployment procedure of Flowmon for Hyper-V using
a set of vhdx disk images. The storage capacity can be later changed to match
the purchased license.

Features

Flowmon for Hyper-V supports three modes of operation:

+ Probe,
« Collector,
« Collector and Probe.

Flowmon Virtual Appliances
Rev. 41, 30/07/2021

In this mode, the virtual appliance acts as a Flowmon Probe. It accepts mirrored traffic on monitoring ports and

exports flow data to at least one remote Flowmon Collector instance.

Supported traffic mirroring solutions:

Supported 3rd-party packet brokers:
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In this mode, the virtual appliance acts as a Flowmon Collector and accepts supported flow formats from external
probes, network devices, or Amazon VPC Flow Logs on management ports. For details on supported flow sources
and formats, refer to the official Flowmon User Guide.

In this mode, the virtual appliance acts both as a Flowmon Probe and Flowmon Collector. Probe sends data to the
locally available Collector. For details on configuration, refer to the official Flowmon User Guide.

Licensing
Flowmon for Hyper-V is a virtual appliance using the Bring-Your-Own-License (BYOL) licensing model.
With BYOL, you can apply for a Free Trial License at

For support orinquiries, see our

Prerequisites

In order to follow this guide, you need the following:

1. AHyper-V host with a graphical user interface and Hyper-V Manager installed.

2. Flowmon for Hyper-V downloaded from the , archives for download are located
in Downloads / Products / Flowmon Virtual Appliances & Cloud / Flowmon for Hyper-V. Unless directed
otherwise, pick the latest stable version with the desired set of modules.

3. Avalid Flowmon license or a trial license from

Deployment

For each Flowmon deployment, individual copies of the provided VHDX files are needed. You can reuse VHDX file to
deploy multiple instances.

The deployment of Flowmon for Hyper-V consists of the following steps:

« Unzip the archive. In Hyper-V Manager, click in the main menu on Action, select New and Virtual Machine.
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o Action | View  Help
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ew 4 irtual Machine...
Help

The selected vittual maching haz no checkpaints,

x Remowve Server

T Refresh

Wiewn 3

E Help
e nile: m—

ﬁ Connect..,

Flowmon Test

iﬂ Settings..
© Start

Created:

Yersion:

Notes:

39205 12:21:02 PM
50

Clustered: Mo

Generation: 1

None

ig Checkpoint
;‘!’ Mo,

S_‘u Export...
=[ Renarrie...

;“x Delete...

Summary |Memo|y | MNetworking | Replication

EE Enable Replication...

Displays the Mew Wirtual Machine Wizard,

« Provide a name for the virtual machine.
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n MNew Virtual Machine Wizard

Specify Name and Location

Choose a name and location For this virtual machine.

The name is displayed in Hyper-Y Manager. We recommend that vou use a name that helps you easily
Specify Gerneration identify this virtual machine, such as the name of the quest operating system ar workload,

Assign Mernory ' Marne: Flowrmon Test| ""

Configure Networking You can create a Folder ar use an exisking Fnlder (e store the virkual machine. IF wou dont select &
Connect Virtual Hard Disk f folder, the virtual machine is stored in the default Fol ehaqfiatlred Far this server,
L.

Installation Options F) [ Store the virtual machine in a different location ~ -
oy
-
SUmImary !’ Lacation:  COProgramDataiMicrosoft Windows i Hyper -4, e I Browse, ..
~y
-y,
f | ‘,i\ If wou plan ta take checkpaints of this virtual machine, select & location that has enougt™rag

Flowmon Test|

< Previous H Mext = H Finish H Cancel

+ As the generation of the new virtual machine, select Generation 2.
« Assigh memory.
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i

Before You Begin
Specify Mame and Location

Specify Generation

Configure Metworking
Connect Wirtual Hard Disk
Installation Options

Surnmary

Assign Memory

MNew Virtual Machine Wizard

Flowmon Virtual Appliances
Rev. 41, 30/07/2021

Specify the amount of memory to allocate to this virtual machine, You can specify an amount from 32
ME through 9252 ME. To improve performance, specify maore than the minimonn armount recommended

faor the operating swskem,

Starkup memary: 4096] ME

S

[ use Dvnamic Memary For this virbual machine,

|

o

oy
hh
-y

@l When you decide how much memory to assign ko a virtual maching, c?ﬁa'de{‘huw vou intend to
use the wirtual machine and the operating system that it will run, -~y

startup memary:

409

‘h“."
Ty

ME

|| Use Dynamic Memory for this virtual machine,

| < Prewvious | | Mek = | | Finish | | Cancel |

+ In Configure Networking, select connection for Flowmon's Management Interface 1.
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46


http://www.flowmon.com

Flowmon Virtual Appliances

—
—= Flowmon Rev. 41, 30/07/2021
| X Driving Network Wisibility

Y Mew Virtual Machine Wizard

Configure Networking

Each new virkual machine indudes a netwark adapter, You can configure the network adapter to use a

Before You Begin
wirtual switch, or it can remain disconnected,

Specify Mame and Location
i -~y
[Connectlon. Management r L
-

Specify Generation

Assign Memory

Connect Virtual Hard Disk,
Installation Cptions

Sumrnary

!

Connection:  Management

< Previous | | Mext = | | Finish | | Cancel |

+ In Connect Virtual Hard Disk, select Use an existing virtual hard disk. Pick the first VHDX file. Click on

Finish.
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£ New Virtual Machine Wizard

A

Y
Fﬁ Connect Virtual Hard Disk

(8) Use an existing virtual hard disk
Use this option to attach an existing virtual hard disk, ether YHD or YHDX format,

Location: | C:\Flowman-Collector-disk! ,vha| Browse. ..

~ 4
~a 7
.‘ﬁ. (@) Use an existing virtual hard disk 7
d - IJse this option ko attach an existing virkual hard disk, either YHD ar YHD Farmat, i
el
-~
- L o Location: |C:\,Flowmon—Collector—diskl whdz| | | Browse. .. | 4

() akkach a virkual b
IJse this option

al ard disk later.

Finish N
~
= ~

shext = Finish || Cancel

LY

« Open Settings on the newly created virtual machine.
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Bs Hyper-V Manager = B

File Action View Help

«=| x5 E

53 Hyper-V Manager

Ha HyPeRY

Mame State CPU Usage Assigned Memory |

New

Import Virtual Machine...
% 2048 MB s

% 2043 ME 1 \ﬁ Hyper-V Settings...
F Virtual Switch Manager...

§ Flowmon Collector Running
§ Centa Running

e, Virtual SAN Manager...
Edit Disk...

Inspect Disk...

7
&
@ Stop Service
al
G

Remaove Server

Refresh

Connect...

Settings...

Virtual Machines HYPERV N
»

C|
5‘**)4»65-f
'&1 Export...
=T Rerame..
Sta 't Sk Delete..
Eﬁ Enable Replication...
ﬂ Help
Clustered: Mo
Generation: 1
Notes: Mone
Summary ‘Memuryl Metworking | Feplication
I 24
Displays the virtual machine settings user interface.
« If the Firmware option is available, make sure Secure Boot is disabled.
‘Flnwmon Test V| 'ﬂ b G
# Hardware & Firmware
'{‘ﬂ Add Hardware
ILEJ oo Secure Boot
Boot from Hard Drive Secure Boot is a feature that helps prevents unauthorized code from running at
boot time. It is recommended that you enable this setting.
T Memaory
4096 MB [] Enable Secure Boot
[+ R Processor
1 Virtual processor Boot order

« Add multiple network adapters. Click on Add Hardware and add a Network Adapter. For additional
management interface add one adapter. For two monitoring ports add two networks adapters.
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T

= Settings for Flowmon Test on HYPERY = B
|Flowm0n Test v| 'ﬂ 3 |G

# Hardware &3 4@_ Add Hardware
‘#ﬂ Add Hardware

(& BIOS You can use this setting ko add devices to your wirtual machine,
Biaat Fram CO Select the devices you want to add and click the Add button,
i Memary
4096 ME
=] R Processor
1 Wirtual processor ”

’ Fibre Charnel Adapter o ~
= [ IDE Cantraller 0 # RemokeFy 30 Yiden Adapker ~
# —a Hard Drive ’ -

-
hvfelowhd 0 ’ d Add }\
= EL IDE Controller 1

4 OVD Drive
Mone
B SCSI Cortraller

install }ltegration N

I \
I

=] @ Metwork, Adapte I A Y
Management 1

T com 1 f] \\
Torne

% comz
Add

fone

[ Diskette Drive
Mone

% Management
m Mame
Flawmon Test
|ﬁ Inteqgration Services
Some services offered
1| Checkpoint File Lacatian
Ci\ProgramDatalMicrosoftlwin, ..
'iné Smart Paging File Location
C\ProgramDatalMicrosaftlwin, .
i) Aukomatic Start Ackion
Restart if previously running w

| K | | Cancel apphy

« For each new network adapter, select a virtual switch.
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Settings for Flowmon Test on HYPERV

|Flowm0n Test

v 4 » |G

A Hardware

‘#ﬂ Add Hardware

1 EI0S
Boot From CD

B Mermoty
4096 ME

[E] Processaor

[= I IDE Contraller 0

[# & Hard Drive
bre-ficlvhd

(= I IDE Contraller 1
% DVD Drive
Mone
& 5CSI Controller
[£3] [H] Metwork Adapter

Management

Mot connected

Monitoring
L

1 Wirtual processar

[+ @ Metwork Adapter

[# @ Network Adapter

& @ Metwork Adapter

Specify the configuration of the network adapter or remove the network adapter,
Wirtual switch: ~

S
lonitorin W ~
rl:lot ctonn:cted - b u
Manaiement | "‘b‘
* ~

Virtual switch:
Monitoring v
Not connected
Management

i

Mazximurmn bandwidths 0 Mbps

Monitoring

&E @ Network Adapter

S CoM1

.\yone
P come
Mone %
7 N,
Diskette Drivis,
[one h
# Management

~

~

m Mame

Flowamon Tesk

|ﬁ Inktegration Services
Some services offered

#

—ﬁ T ﬁﬂmu&wmm_umestricted, specify 0 as the value.,

Network Adapter
Monitoring

=1

Remao

petform a
n inteqgration

]
| O | | Cancel | | Apphy |

« For each new network adapter intended for monitoring, click on Advanced Features and select Mirroring

mode as Destination.
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14

Ei| Settings for Flowmon Test on HYPERV
|Flowm0n Test v| 4 P |Q
- ~ || Enable MAC address spooking
“ﬂ £dd Hardware
& B10S
Baat from CD DHCP guard
[ Memory DHCP guard drops DHCP server messages from unauthorized virkual machines
4098 ME pretending to be DHCP servers.,
2 Processor [] Enable DHCP guard

1 Wirtual processor
= i} IDE Contraller 0
(@ Hard Drive
hee-folvbd
= EE IDE Contraller 1
@4 DVD Drive
Mone
¥ 5CSI Controller
[0 Mebwork Adapter
Management
@ Network Adapter
Not connected
@ Network Adapter

*

#

Mirroring mode

NIC Teaming

Mone

None
Destination

Source

Monitoring
a8 @ Metwork Adapter “ copying incoming and oukgoing packets and Forwarding the copies to another - -
Monitoring \\ wirtual machine configured For monitaring. - -
-
Hardware Acceler LY IMirraring maode: Mone L] ’f r
/ ndanced Features \\ \" Hone _ -
pl 0 ~ \ _ -
’/ Mone \.\ IC Tearning Source -
# T comz2 4 ngregate
4 Mane “, bandwidth and provide redundancy, This is useful if teaming is not configured in
v rmanagement operating syskem,
Enable this network adapter to be part of a team in the guest operating
Advanced Features |
n this option is cleared, a team created in the guest operating system will
connectivity if one of the physical network adapters stops working.
v v

[#-] Trkaarakinn Sarvicas

13

Cancel Apply

« Add the second VHDX file as a hard drive to your SCSI controller. Select SCSI Controller, select Hard

Drive and click on the Add button.
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|Flowm0n Test

% Hardware
4@_ Add Hardware
& BIOS
Bioot: From CO
[ Tty
4096 ME

53| R Processor

1 Wirkual processar
= IEE IDE Controller 0

# —a Hard Drive
Fre-frl.vhd

= I IDE Controller 1
4% DVD Drive
i [o]

» Hanagemen
4 Management

” [+ @] Export

SCSICo

&

Mone
[ Diskette Drive
Mone

% Management

Settings for Flowmon Test on HYPERV

Hard Drive

You can configure
wall atkach the dri

=
Sa

ntroller

Mame

Flovmon Tesk

Inteqgration Services
Some services offered

Flowmon Virtual Appliances
Rev. 41, 30/07/2021

- cEEM

is SCSI controller,

antroller or remove the SCSI controller From the

To remove the SCSI controller from this virtual machi
disks attached to this controller will be removed but n

oK | |

Cancel Apply

« Click on the newly created Hard Drive and select path to the second VHDX file.
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g9 Settings for Flowmon Test on HYPERY o =

|FIOWm0nTest o 4 b

2 tordware | (@) vkl hard disk:

4 Add Hard
1A E10S
Bt from
[ Memory
4096 MEB
=] n Processar
1 Virtual p New Edit Inspect Browse. ..
= E IDE Contro
[ =@ Hard D
hee-Frl vhd 'h.‘.
= B IDE Controller 1 S
4 VD Drive -
Mone
= @ SCSI Contraller
2 & Hard Drive () Physical hard disk:

(®) virtual hard disk:

Edit Inspect

'\\ v

If the physical hard disk you want to use is not lisked, make sure that the
disk is offline. Use Disk Management on the physical computer to manage
physical hard disks,

' Management
the virtual hard disk, click Remove, This disconnects the disk but does not

0 & HardDrive [
<file

18

Ok | | Cancel |

comMe
Mone
[ Diskette Drive
Mone
A M t

| Marne

Flowmon Test v

Apply

Flowmon Configuration

Please refer to Post-installation Steps.
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Hyper-V Network Interface Mirroring

« Overview
. + Prerequisites
Overview « Deployment

Flowmon for Hyper-V has the ability to monitor traffic and generate NetFlow / + Flowmon Configuration

IPFIX flow data. To enable this functionality for the monitoring of network
interfaces of virtual machines local to the Hyper-V host where Flowmon is
running, please follow the steps outlined below.

Prerequisites

« Arunninginstance of Flowmon for Hyper-V - Flowmon Collector (with a built-in Probe) or Flowmon Probe.

Deployment

« Right click on each virtual machine you would like to monitor and select Settings. For each selected
network adapter click on Advanced Features and set Mirroring mode to Source. Keep in mind that your
Flowmon's monitoring port must be attached to the same virtual switch as these network adapters.

# Hardware L DHCP guard drops DHCP server messages from unautharized wirtual machines L
4’]& Add Hardware pretending to be DHCP servers,
& BIOS ["] Enable DHCP guard
Bt From CCr
[ [ermory
2045 ME Router guard
R Processor Router guard drops router advertisement and redirection messages from
1 Wirtual processor unauthorized virkual machines pretending to be routers,
[ ] Enable router advertisement guard

Source v

-
(=] Hard}m% o - -
Hy-wP_-_Coleckor_hypery... Port mirroring -
—a Hard Drive ad - Part mirroring _al\ows the net_work traffic of a wirtual mach\ne to _be monitored by L -
col\ectDrMigracniDisk? copying incoming and outgaing packets and Forwarding the copies to anather -
= @I\ wirtual machine configured For monitoring, - -
[0 Management '\‘\ -
Mat connected - I IMirroring mode: Source ¥|] -~
= 0 Export
Mok connected . NIC Teaming
‘You can establish MIC Teaming in the guest operating system ko aggregate
bandwidth and provide redundancy, This is useful if teaming is not configured in
Momitaring the management operating system.
,' Mot connected \\ [] Enable this netwark adapter to be part of a team in the guest operating
y [0 Monitoring 2 . N system
/’ Mot connected " when this option is cleared, a team created in the quest operating system will
& i SR X lose connectivity if one of the physical network adapters stops working.

Some setkings cannot be modified because the virbual machine was running
V n F when this window was opened. To modify a setting that is unavailable, shut
down the virtual machine and then reapen this window. v

| Ok | | Cancel | Apply

+ Make sure your Flowmon instance has Mirroring mode set to Destination and resides on the same virtual
switch.

Optionally, if you intend to monitor VLAN traffic:

« Connect to the Hyper-V host hosting your Flowmon instance.
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+ Open powershell and rename all network adapters associated with your Flowmon instance. Adjust the

number of interfaces, if necessary. Replace NameOfCreatedVirtualMachine with the name of your
Flowmon instance in Hyper-V.

1 $VMNetAdap = Get-VMNetworkAdapter -VMName
"NameOfCreatedVirtualMachine"

2 rename-VMNetworkAdapter -VMNetworkAdapter SVMNetAdap[@] -newname
"Management 1"

3 rename-VMNetworkAdapter -VMNetworkAdapter SVMNetAdap[l] -newname
"Management 2"

4 rename-VMNetworkAdapter -VMNetworkAdapter SVMNetAdap[2] -newname
"Monitoring 1"

5 rename-VMNetworkAdapter -VMNetworkAdapter SVMNetAdap[3] -newname
"Monitoring 2"

« For each monitoring interface that is intended for VLAN traffic monitoring, configure a trunk.
Replace NameOfCreatedVirtualMachine with the name of your Flowmon instance in Hyper-V.

1 Set-VMNetworkAdapterVlan -Trunk -AllowedVlanIdList "1-4094" -VMName
"NameOfCreatedVirtualMachine" -VMNetworkAdapterName "Monitoring 1"
-NativeVlanId 0

2 Set-VMNetworkAdapterVlan -Trunk -AllowedVlanIdList "1-4094" -VMName
"NameOfCreatedVirtualMachine" -VMNetworkAdapterName "Monitoring 2"
-NativeVlanId 0

No configuration specific for Hyper-V network interface mirroring is necessary. See instructions on how to enable a
monitoring port in the Flowmon User Guide.
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Hyper-V Virtual Switch Port Monitoring

« Overview

+ Prerequisites

« Deployment

Flowmon for Hyper-V has the ability to monitor traffic and generate NetFlow / + Flowmon Configuration
IPFIX flow data. To enable this functionality for the monitoring of a Virtual

Switch local to the Hyper-V host where Flowmon is running, please follow the

steps outlined below.

Overview

Prerequisites

« Arunninginstance of Flowmon for Hyper-V - Flowmon Collector (with a built-in Probe) or Flowmon Probe.

Deployment
In order to create a new Hyper-V Virtual Switch, you have to:

« Open Hyper-V Manager and click on Virtual Switch Manager....
Bs Hyper-V Manager = =
File Action View Help

«= | sE BE

=23 Hyper-V Manager Actions
HYPERV Virtual Machines
a HYPERV -
Name State CPU Usage Assigned Memory | New
; {Flawurnan Callectar Riunning 0z 2048 MB [

- L= Import Virtual Machine...
3 Centos? FRurining 0% 2045 MB ]

Z Hyper-V Settings...
Er_: Virtual Switch Manager...
Virtual SAN Manager,
% Edit Disk... ,
E Inspect Disk... l
@ Step Service ,

Remove Server

Refresh

Hyper-V Settings...
Virtual Switch Manager...
Virtual SAN Manager...

Displays the Virtual Switch Manager user interface.

« Click on Create Virtual Switch and select switch type. External switch is bound to a physical interface,
Internal or Private is not.
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- - N

‘3’1‘& Create virtual switch

AN bl ned

® oty Management !
Intel(R) G2575EE Gigabit Metwork, e

% Global Network Settings

[ MaC Address Range "’r

tvpa.of wirtual switch do wou want to create?

00-15-50-33-5F-0@ta 00-15-50-3... l
- 1
L]
i S ey O
1 7
a virtual Fwitch that binds ko the phy$abhetwork adapter so that virtual Y
§n accss a physical network, . \\
Y
g ~

Internal

Create Virtual Switch

Private

| | Cancel | Apply

« Choose a name for the virtual switch and, if it is an external switch, select the appropriate External

network and click on OK.
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i Virtual Switch Manager for HYPERV - D

#_Virtual Switches o Wirtual Switch Properties
ﬁ’; New wirtual network switch

Mame:

|M0nit0ring}

oz

o “Flowmnon monitaring external switch

s Range 4
§-GF-00 to 00-15-50%% .,
-

- Connection bype ™ -

-
”
Monltorlng /’I, - - - wWhat dio you wank ko connect this virtual swikch ko? S~ -~ -
8 Extemalnetiod

/ 'Eonnectinn type

What do vou want to connect this virtual switch to?

(® External network:
:Intel(R) 82575EB Gigabit Network Connection #2 v
Allow management operating system to share this network adapter
Enable single-rook IO virtualization (SR-10Y)
() Internal network
() Private network

I switch,

[0]:4 | I| Cancel Apply
’

In order to monitor an existing Hyper-V Virtual Switch, you have to:

« Connect to the Hyper-V host.

« Open powershell and set up traffic mirroring to the virtual switch of your choice.
Replace NameOfCreatedSwitch with the name of your virtual switch.
This configuration will mirror all external traffic to any virtual interface marked with Mirroring mode -
Destination connected to the same virtual switch.

1 SportFeature=Get-VMSystemSwitchExtensionPortFeature -FeatureName
"Ethernet Switch Port Security Settings"
$portFeature.SettingData.MonitorMode = 2

w N

4 Add-VMSwitchExtensionPortFeature -ExternalPort -SwitchName
"NameOfCreatedSwitch" -VMSwitchExtensionFeature S$portFeature

For internal or shared management switches, use the following.

www.flowmon.com 59


http://www.flowmon.com

Flowmon Virtual Appliances
Flowmon Rev. 41, 30/07/2021

Driving Metwork Wisibility

1 $portFeature=Get-VMSystemSwitchExtensionPortFeature -FeatureName
"Ethernet Switch Port Security Settings"
$portFeature.SettingData.MonitorMode = 2

a b wnN

Add-VMSwitchExtensionPortFeature -ManagementO0S
-VMSwitchExtensionFeature $portFeature

« Make sure your Flowmon instance is connected to this virtual switch and its monitoring interface is
configured as a Destination for mirroring.

Optionally, if you intend to monitor VLAN traffic:

« Connect to the Hyper-V host.

« Open powershell and rename all network adapters associated with your Flowmon instance. Adjust the
number of interfaces, if necessary. Replace NameOfCreatedVirtualMachine with the name of your
Flowmon instance in Hyper-V.

1 $VMNetAdap = Get-VMNetworkAdapter -VMName
"NameOfCreatedVirtualMachine"

2 rename-VMNetworkAdapter -VMNetworkAdapter S$VMNetAdap[0®] -newname
"Management 1"

3 rename-VMNetworkAdapter -VMNetworkAdapter S$VMNetAdap[l] -newname
"Management 2"

4 rename-VMNetworkAdapter -VMNetworkAdapter S$VMNetAdap[2] -newname
"Monitoring 1"

5 rename-VMNetworkAdapter -VMNetworkAdapter S$VMNetAdap[3] -newname
"Monitoring 2"

+ For each monitoring interface that is intended for VLAN traffic monitoring, configure a trunk.
Replace NameOfCreatedVirtualMachine with the name of your Flowmon instance in Hyper-V.

1 Set-VMNetworkAdapterVlan -Trunk -AllowedVlanIdList "1-4094" -VMName
"NameOfCreatedVirtualMachine" -VMNetworkAdapterName "Monitoring 1"
-NativeVlanId 0

2 Set-VMNetworkAdapterVlan -Trunk -AllowedVlanIdList "1-4094" -VMName
"NameOfCreatedVirtualMachine" -VMNetworkAdapterName "Monitoring 2"
-NativeVlanId 0

No configuration specific for Hyper-V Virtual Switch monitoring is necessary. See instructions on how to enable a
monitoring port in the Flowmon User Guide.
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Overview :

Flowmon for AWS gives network administrators and security engineers insight
into what is happening in their cloud infrastructure. Its powerful features can
be used to gain control of bandwidth utilization, optimize network and
application performance, reduce time to resolution during troubleshooting
and keep the infrastructure protected against modern cyber-security threats.

Flowmon for AWS is

« published in the official ,

«+ deployed in the form of an AWS Virtual Machine Instance,

+ capable of collecting as well as generating flow data,

+ suitable for cost optimization with dynamic instance resizing based on
current/planned utilization.,

« fully under customer's control - including updates, backups, and
configuration.

Flowmon for AWS supports

+ native traffic mirroring with Amazon VPC Traffic Mirroring,

+ ingestion of Amazon VPC Flow Logs,

« 3rd party VTAP solutions such as Garland Prisms, Ixia CloudLens, or
Gigamon,

+ ERSPAN/GRE traffic mirroring.

Features

Flowmon for AWS supports three modes of operation:

+ Probe,
« Collector,
« Collector and Probe.

In this mode, the virtual appliance acts as a Flowmon Probe. It accepts mirrored traffic on monitoring ports and
exports flow data to at least one remote Flowmon Collector instance.

Supported traffic mirroring solutions:

Supported 3rd-party packet brokers:

In this mode, the virtual appliance acts as a Flowmon Collector and accepts supported flow formats from external
probes, network devices, or Amazon VPC Flow Logs on management ports. For details on supported flow sources
and formats, refer to the official Flowmon User Guide.
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Flow sources specific to AWS:

In this mode, the virtual appliance acts both as a Flowmon Probe and Flowmon Collector. Probe sends data to the
locally running Collector. For details on configuration, refer to the official Flowmon User Guide.

Licensing
Flowmon for AWS is a virtual appliance with Bring-Your-Own-License (BYOL) and AWS Free Trial support.
With BYOL, you can apply for a Free Trial License at . We recommend this approach.

With AWS Free Trial, customers can try one instance of this appliance for 30 days. There will be no hourly software
charges for that instance but AWS infrastructure charges will still apply. An AWS Free Trial will automatically convert
to a paid hourly subscription upon expiration.

Select the licensing scheme appropriate for your use case and requirements. When in doubt, select the BYOL
appliance and request a

For support orinquiries, see our

AWS Marketplace

Flowmon for AWS is available as a Virtual Appliance (VA) in

In order to deploy virtual machines instances based on this appliance, you have to Subscribe to it. Activating a
subscription involves the following steps:

1. Signin orcreate a new account at

2. Select the appropriate version of Flowmon for AWS based on your requirements and licensing limitations.
When in doubt, select the most recent version available with the BYOL licensing scheme.

3. Subscribe to the appliance to make it available for deployment.

= Flowmon Flowmon Collector Continue to Subscribe
s R Flowmon Networks Save to List
Flowmon Collector is a AWS appliance for collection, long-term storage and analysis of flow
data (NetFlow, IPFIX, sFlow, and other technologies compatible with NetFlow) from flow Typical Total Price
+ Show more $0.093/hr
Linux/Unix (0)  2large i |
Prerequisites

In order to follow this guide, you need the following:

1. Aweb browser compatible with the AWS Console.
2. Atrial license from
3. An active AWS user account Wlth a subscription ( or paid). To properly evaluate all features of Flowmon

for AWS, a paid subscription is required!
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Deployment

The deployment of Flowmon for AWS consists of the following steps:

1. Logintothe . Select a region appropriate for your deployment.
2. Navigate to Launch a virtual machine.

Build a solution

Get started with simple wizards and automated workflows.

Launch a virtual machine Build a web app Build using virtual servers Connect an loT device
With EC2 With Elastic Beanstalk With Lightsail With AWS laT

2-3 minutes 6 minutes 1-2 minutes 5 minutes

Start a development project Register a domain Deploy a serverless microservice Host a static web app
With CodeStar With Route 53 With Lambda, APl Gateway With AWS Amplify Console
5 minutes 3 minutes 2 minutes 5 minutes

g o .
Q
2% S ﬂ‘-’-’ﬂ

3. Switch to AWS Marketplace tab on the left. Search for "Flowmon", with BYOL Software Pricing Plan.
Select an appliance. Continue.

Services v  Resource Groups v % Ji N. Virginia +
1.Choose AMI 2 Choose Instance 3 Configue nstance 4 AddStoroge 5 AddTags 6. Configure Securty Group 7. Review
Step 1: Choose an Amazon Machine Image (AMI) Caneeland Exit

An AMiis a template that contains the software configuration (operating system, application server, and applications) required to launch your instance. You can select an AMI provided by AWS, our user community, or the AWS Marketplace; or you can select one of your own AMIs
Q flowmon X

Quick Start (0) 1to1of 1 Products

My AMis (9) = Flowmon  Flowmon Collector m

Sk ek (0)110.01.08 By Fi

AWS Marketplace (1) g Your o R
ing Your Own License +

Community AMIs (2) Linux/Unis,CentOS 7| 64 (86) Amazon Machine Image (AM)) | Updated: 8/29/19
Flowmon Collector is an AWS appliance for collection, long-term storage, and analysis of flow data. It supports NetFlow, IPFIX, sFlow, and other formats compatible with NetFlow.
¥ Categories More info

All Categories

Infrastructure Software (1) The following results for “flowmon" were found in other catalogs:
~ Operating System 12 results in My AMis
Clear Filter .

2 results in Community AMIs
~ All Linux/Unix B ot

Cent0S (1)

¥ Software Pricing Plans
Hourly (1)
@I Bring Your Own License
U]
¥ Region

@ Current Region (1)
All Regions (15)

@ Feedback @ English (US)
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4. Choose an instance type matching your sizing and budgetary requirements.

Services v Resource Groups v %

Choose AMI 2. Choose Instance Type 3. Configure Instance 5AddTags 6. Configure Secur

Step 2: Choose an Instance Type
Amazon EC2 provides a wide selection of instance types optimized to fit different use cases. Instances are virtual servers that can run applications. They have varying combinations of CPU, memory, storage, and networking capacity, and give you the flexibility to choose the appropriate mix of resources for
your applications. Learn more about instance types and how they can meet your computing needs.

Fiterby: | Allinstancetypes v | Currentgeneration v| Show/Hide Columns

Currently selected: t2.xlarge (Variable ECUs, 4 vCPUs, 2.3 GHz, Intel Broadwell E5-2686v4, 16 Gi8 memory, EBS only)

Family - Type - vepus (i - Memory (GiB) - Instance Storage (GB) (i - EBS-Optimized Available (i < Network Performance (i - 1Pv6Support (i) ~
General purpose t2nano 1 05 €8S only - Low to Moderate Yes
General purpose 2 micto 1 1 EBS only - Low to Moderate Yes
General purpose 2.5mall 1 2 EBS only - Low to Moderate Yes
General purpose 2.medium 2 4 EBS only - Low to Moderate Yes
General purpose 2large 2 8 EBS only - Low to Moderate Yes

) General purpose t2xlarge 4 16 EBS only - Moderate Yes
General purpose 2.2xlarge 8 2 €8S only - Moderate Yes

5. Adjustinstance configuration according to your needs, if necessary.

aws Services v  Resource Groups v % Q ~  Support +
1.Choose AMI 2. Choose nstance Type  3.Configure nstance 4 Add Storage  5.AddTags 6. Configure Securty Group 7. Revie

Step 3: Configure Instance Details

Configure the instance to suit your requirements. You can launch multiple instances from the same AMI, request Spot instances to take advantage of the lower pricing, assign an access management role to the instance, and more.

Number of instances (i 1 Launch into Auto Scaling Group (i

Purchasing option

Request Spot instances

Network (i vpc-129de26b (default) v| C Create new VPC
Subnet (i No preference (default subnet in any Availability Zon: ¥ Create new subnet
Auto-assign Public IP (i Use subnet setting (Enable) 2

Placement group

Add instance to placement group

Capacity Reservation (i Open Y1 C Create new Capacity Reservation
1AM role (i None v] C Create new 1AM role
Shutdown behavior (i Stop v

Enable termination protection

Protect against accidental termination

Monitoring (i Enable CloudWatch detailed monitoring
Additional charges apply.
Tenancy (i Shared - Run a shared hardware instance 2

Additional charges will apply for dedicated tenancy.

Elastic Inference Add an Elastic Inference accelerator

Additional charges apply.

T2/T3 Unlimited Enable

Additional charges may apply

» Advanced Details

@ Feedback @ English (US)

6. Add storage configuration. Make sure to uncheck disk deletion upon instance termination for a production-
grade system!
It is recommended to add a separate data volume matching the capacity allowed in your license. In any
case, the volume should not be smaller than 500 GB for performance reasons.
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Services v Resource Groups v %

N. Virginia v Support v

2.ChooseInstance Type  3.Configure Instance 4. AddStorage  5.AddTags 6. Cor

Step 4: Add Storage
Your instance will be launched with the following storage device settings. You can attach additional EBS volumes and instance store volumes to your instance, or

edit the settings of the root volume. You can also attach additional EBS volumes after launching an instance, but not instance store volumes. Learn more about
storage options in Amazon EC2

Volume Type (i Device (i Snapshot (i size (GiB) (i Volume Type (i 10PS (i (::z‘g"p_“’ Delete on Termination (i Encryption (i
i
Root /dev/xvda snap-0df46985105680cb8  [1000 General Purpose SSD (gp2) ] 3000 N/A Not Encrypted -

Add New Volume

Free tier eligible customers can get up to 30 GB of EBS General Purpose (SSD) or Magnetic storage. Learn more about free usage tier eligibility and usage
restrictions.

@ Feedback @ English (US)

Privacy Policy  Terms of Use

7. Add tags, if necessary. Tags may help you manage a larger number of instances or distinguish between
similar instances.

Services v  Resource Groups v %

N. Virginia v Support ~

ChooseAMI  2.Chooselnstance Type 3. Configurelnstance 4. Add Storage 5. Add Tags

Step 5: Add Tags
Atag consists of a case-sensitive key-value pair. For example, you could define a tag with key = Name and value = Webserver.
A copy of a tag can be applied to volumes, instances or both

Tags will be applied to all instances and volumes. Lear more about tagging your Amazon EC2 resources.

6. Configure Security Group 7. Review

Key (128 characters maximum) Value (256 characters maximum Instances (i Volumes (i

Choose the Add tag button or click to add a Name tag
Make sure your 1AM policy includes permissions to create tags.

Add Tag

@ Feedback @ English (US)

8. Configure security group rules. SSH and HTTP/HTTPS should be allowed from selected network

Privacy Policy  Terms of Use.

segments.
Here, consider adding ICMP rules to allow ping or TCP/UDP rules to allow connection to the Flowmon
Collector listeners on specific ports.
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Services v Resource Groups v

nfigure Instance

Step 6: Configure Security Group

Asecurity group is a set of firewall rules that control the traffic for your instance. On this page, you can add rules to allow specific traffic to reach your instance. For example,
HTTP and HTTPS ports. You can create a new security group o select from an existing one below. Lear more about Amazon EC2 security groups.

Type (i

SsH v
HTTPS -
Add Rule

A

rming

Assign a security group: ®Create a new security group

Select an existing security group

Security gmntsg
Description: [Flowmon Collector VA SG created 2019-09-03T13:13:01.112+02:00
Protocol (i
frce
i3

Add Tags

6. Configure Security Group

Port Range
22

443

Flowmon Virtual Appliances
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Revie

you want to set up a web server and allow Internet traffic to reach your instance, add rules that allow unrestricted access to the

Source (i Description (i
Custom _+][0.0.0.0/0 [SSH for access to the flowmon user account [x)
Custom ] 0.0.0.0/0,:/0 [HTTPS for access to the web GUI o

Rules with source of 0.0.0.0/0 allow all IP addresses to access your instance. We recommend setting security group rules to allow access from known IP addresses only.

@ Feedback @ English (US)

Cancel | rovious m

9. Review and Launch the instance.

aws

Services v

Resource Groups v

Step 7: Review Instance Launch

Please review your instance launch details. You can go back to edit changes for each section. Click Launch to assign  key pair to your instance and complete the launch process.

A Improv

your instance

security. Your s

rit

Privacy Policy ~ Ter

N. Virgi

y group, flowmon-collector-va-mgmnt-sg, is open to the world.

Your instances may be accessible from any IP address. We recommend that you update your security group rules to allow access from known IP addresses only
You can also open additional ports in your security group to facilitate access to the application or service you're running, e.g., HTTP (80) for web servers. Edit security groups

x
A Your instance configuration is not eligible for the free usage tier
Tolaunch an instance that's eligible for the free usage tier, check your AMI selection, instance type, configuration options, or storage devices. Learn more about free usage tier eligibility and usage restrictions.
TERTSGE
v AMI Details

A Flowmon Collector VA v10.01 BYOL 1567423193 - ami-0e8c71ab36e2e2f1e
O

Virtual appliance for Flowmon Collector v10.01 BYOL. Version for a Bring-Your-Own-License deployment. Built at 1567423193,

Root Device Type: ebs

~ Instance Type
Instance Type

t2.darge
~ Security Groups

Security group name
Description

Type (i
SsH
HTTPS

HTTPS
» Instance Details
» Storage

» Tags

Virtuaization type: hvm

ECUs VCPUs Memory (GiB)

Edit AMI

Edit instance type

Variable 4 16 EBS only

flowmon-collector-va-mgmnt-sg

Flowmon Collector VA SG created 2019-09-03T13:13:01.112+02:00

Protocol (i Port Range
TcP 2

Tcp 43

TcP 43

@ Feedback @ English (US)

ge (GB)

Source
0.0.0.0/0

0.00.0/0
/0

d Available Network Performance

Moderate

Edit security groups

SSH for access to
HTTPS for access t
HTTPS for access t.
Edit instance details

Edit storage

Edit tags
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10. Provide or generate an SSH key pair for initial instance access. Launch Instances.

Select an existing key pair or create a new key pair X

A key pair consists of a public key that AWS stores, and a private key file that you store. Together, they
allow you to connect to your instance securely. For Windows AMls, the private key file is required to
obtain the password used to log into your instance. For Linux AMIs, the private key file allows you to

N securely SSH into your instance.

Note: The selected key pair will be added to the set of keys authorized for this instance. Learn more
about removing existing key pairs from a public AMI.

Create a new key pair r
Key pair name

1 Download Key Pair

You have to download the private key file (*.pem file) before you can continue. Store it
in a secure and accessible location. You will not be able to download the file again

after it's created.

Cancel

11. Wait for the launched instance to be Running.

Virtual Network Interfaces

By default, virtual machine instances in AWS EC2 are created with a single virtual network interface. In order to fully
utilize the deployed appliance, to use it as a probe as well as a collector, you need to add at least one additional
virtual network interface. In total, the appliance supports four virtual network interfaces, two for management and
two for monitoring. The following steps outline the basic configuration, please, keep in mind that they may need to
be adjusted for your deployment and use case.

Create a virtual network interface in the VPC and subnet used for traffic mirroring. This interface will be your Mirror
Target when you configure Amazon VPC Traffic Mirroring. The security group should allow incoming UDP traffic on
port 4789 from the mirrored subnet.
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N. Virginia v

Network interfaces > Create Network Interface

Description | flowmon-collector-va-mon-1 i}

Subnet | subnet-f06a40b8 ~-Cce

IPva Private IP ® Aute-assign @)
Custom

Elastic Fabric Adapter [ @

Security groups* | 5g-02434ac61275ddff6 [

&
Q, Filter by attr 1t0 10 0f 10
Group 1D Group name Description
@ sg02434ac6l.. Traffic Mimorin..  Enabled everything
Sg-02972163...  launch-wizard 5 launch-wizard-5 created 2019-09-03T12:08:16.711+02:00

sg-051d04e8a launch-wizard7  launch-wizard-T created 2019-04-15T19:53:20.699+02:00
5g-0b96764dd launch-wizard3  launch-wizard-3 created 2019-09-02T13:41:51.910+02:00
sg-0bd92d446...  flowmon-collec...  Flowmon Collector VA SG created 2019-09-03T13:13:01.112+02:00

g-0e3badf5fi launch-vizard launch-wizard-G created 2013-04-15T14:57:02.690+02:00
sg-0eb6bbb0f3. . launch-wizard4  launch-wizard-4 created 2019-09-03T09:29:03 433+02:00
5914862563 launch-wizard-2  launch-wizard-2 created 2018-02-01T10:16:52.199+01:00
sg-5d8b902¢ default default VPC security group
sg-9bifbTec launch-wizard-1  launch-wizard-1 created 2013-02-02T11:49:07 500+01:00

* Required - |

@ Feedback @ English (US) Privacy Policy ~ Terms of Use.

Flowmon Configuration

Please refer to .
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Amazon VPC Traffic Mirroring

Flowmon takes advantage of Amazon Virtual Public Cloud (Amazon VPC)
traffic mirroring in AWS to help customers get an instant insight, to resolve
network performance issues, identify optimization opportunities and secure
infrastructure across different environments to support business-critical
services.

ANEVPC Flowmon's
Traffic NPM and app
Rirroring wisibility

The aim is to mirror the network traffic passing through a desired network
interface (eni-a in the figure below) and send it to an interface where the
mirrored traffic can be processed, visualized and analyzed with Flowmon
Collector (eni-b in the figure below).

Flowmon
Collector .
Primary Interface

Monitoring Interface

eni-c eni-b

Management Traffic

in
I

------- Mirrored Traffic
—— Accepted Traffic

A
Y

_ Monitored Server
Cloud / Internet enra

Utilization of AWS traffic mirroring in achieving network
visibifity with Flowmon Collector.

Prerequisites

1. Arunninginstance of .
2. A number of running client instances where traffic mirroring can be configured.
3. Adeployment compliant with

In order to configure VPC traffic mirroring in AWS, you have to perform the following steps:

Flowmon Virtual Appliances
Rev. 41, 30/07/2021
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Create a Traffic Mirror Target
Create a Traffic Mirror Filter
Create a Traffic Mirror Session
Allow VXLAN traffic to collector

Ll S

Create Traffic Mirror Target

In , choose the VPC service.

Click on the Create traffic mirror target button.

bk N =

and the Target is Flowmon's monitoring interface.
5. Create the mirror target.

Target settings
A description to help you identify the traffic mirror target

Name tag - optional

Flowmon Collector eth?

Description - optional

AWS VTAP test

Choose target
Target type cannot be modified after creation ...

Target type

MNetwork Interface

Target

eni-0efd9a0c06452b895

Create Traffic Mirror Filter

1. Choose Mirror Filters in the Traffic Mirroring section.

Click on the Create traffic mirror filter button.
Choose any name and description you want.

Hwn

picture below).
5. Create the mirror filter.

Choose Mirror Targets in the Traffic Mirroring section.

Flowmon Virtual Appliances
Rev. 41, 30/07/2021

Choose any name and description you want, but it is important that the Target type is Network Interface

Describe the type of inbound and outbound traffic you want to be mirrored (all traffic, in our example in the
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Inbound rules - optional

Flowmon Virtual Appliances
Rev. 41, 30/07/2021

Sort rules

Number Rule action Protocol Source port range Destination port range Source CIDR block Destination CIDR block Description
100 accept ¥ || All protocols v NA N/A 0.0.0.0/0 (%]
Add rule
Outbound rules - optional Sort rules
Number Rule action Protocol Source port range Destination port range Source CIDR block Destination CIDR block Description
| 100 accept W Al protocols w NA N/A 0.0.0.00 (x]

Create Traffic Mirror Session

1. Choose Mirror Sessions in the Traffic Mirroring section.

Click on the Create traffic mirror session button.

Choose any name and description you want.

Set virtual instance's port as the Mirror source.

Provide Mirror target and Mirror filter created in Steps 1 and 2.
Create the mirror session.

ouhswn

Session settings
Set description, source, and target

Name tag - optional

Monitored Server

Description - optional

VvTAP from Monitored Server to Flowmon Collector eth2
Mirror source

Q) eni-07d28ec06ed52f6ad

Mirror target

Q0 tmt-063853adc6e%e543e

Allow VXLAN Traffic To Collector

All mirrored traffic is encapsulated with VXLAN protocol which works over UDP on port 4789.

1. In , choose the EC2 service.

2. Find the Security Group applied to Flowmon's monitoring interface in the Security groups panel.
3. Add inbound rule to enable receiving VXLAN traffic from IP address of virtual instance's interface.
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4. Savetheinbound rule.

Description Inbound Outbound Tags
Edit
Type (i Protocol (i Port Range (i
Custom UDP Rule uDP 4789

Go to Flowmon Configuration Center of your Flowmon Collector.

Choose the Monitoring Ports panel.

Flowmon Virtual Appliances
Rev. 41, 30/07/2021

Source (i

172.31.16.0/20

1.

2.

3. Under Global settings -> Advanced settings enable VXLAN decapsulation on port 4789.
4,

Click on the Save button.

£ Global settings

= TARGETS = EXPORT PROTOCOL % ADVANCED SETTINGS
Packet sampling rate 0
Light mode

OPTIONAL L2 VALUES FOR NETFLOW RECORD OPTIONAL L3/L4 VALUES FOR IPFIX RECORD

“ MAC «  L3/L4 extended
< MPLS “ NPM
v
Auto v Select decapsulation mode of MPLS packets Extended NPM
¢ VLAN

DECAPSULATE TUNNEL PROTOCOLS
GRE
ESP

< VxLAN

4789 Select VxLAN port

ERSPAN
PPPoE

Add L2 values enabled for NetFlow record D

to the key fields

Use autonomous system list

® Default AS list

Custom AS list

OPTIONAL L7 VALUES FOR IPFIX RECORD

¢/ DHCP MssQL
4 DNS PostgreSQL
< HTTP MySQL

Email ¢ TLS main
¥ NBAR2 ¢ TLS client
# Samba ¢ TLS certificate
4 VolP ¢ TLS JA3

5060 Select VolP SIP ports

IEC 104
COAP
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The AWS FlowLog Converter is a configurable module of Flowmon Monitoring
Center (FMC). It enables the user to collect, process and visualize

(further referred to as flow logs) which contain information about
the traffic captured in

The flow logs are periodically acquired from , processed,
converted to IPFIX format and subsequently sent to Flowmon Collector to a
defined UDP port. Flowmon Collector treats data from this port as regular
flows recovered from any other port.

To set up the flow logs in your cloud and forward them to AWS CloudWatch, please follow the instructions specified
in the . Itis important that every flow log stream contains flow logs from one
interface only.

To start receiving flow logs in Flowmon Monitoring Center, follow these instructions.

First, configure the access information, regions and log groups from which the flow logs will be retrieved.
Configuration Center -> FMC Configuration -> AWS Flow Logs

The access key ID and the secret access key are mandatory credentials provided by Amazon.

Select any suitable listening port, the port must accept UDP with flows in IPFIX.

= ®©
Aetearad ey 1D Yoap KSR eyl
Aocemthepaeerel 00 s -

Listenisg port AWE FlowLloge =

Ereatetd

HAME DESCRIPTION ACTION

m L

Click the Add Region button to configure the endpoints where the flow logs should be retrieved.

Insert the name of the region (without availability zone) in which your flow logs are physically stored. List of all
possible regions can be found . Note that the region Name field is expected to contain values like eu-
central-1 rather than EU (Frankfurt). It is also possible to define short description of the region.
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Lastly, it is necessary to provide at least one log group (by clicking the Add group button and filling in the name). All
flow log streams in the provided group will be processed and every stream will be shown as a unique interface of

the log group in the Monitoring Center.

AWS Flow Logs

Enable
Add region X

Access key ID
Name eu-central-1

Secret access Ki

Description = Some description
Listening port

Groups
BT NAME ACTION

HelloFlowmaon ACTION

N,
- =

N

SecondaryLogGroup

+ ADD GROUP

The provided configuration can be optionally verified by clicking the Verify button. This will check whether the FMC
is able to connect to the specified log groups using the provided AWS credentials.

Note that the provided configuration undergoes the verification process every time the Save button is clicked.

Verify x
AT

& eucentral) Al - oK
Aol @ eu-central Hellgflowmen - Faslure. Log group does not exist. '@

Fallure. The entered reglon does not exist or there is a

Lkl i euncremstent  ThinGmoup . o with ok Hﬁ"‘

CLOSE

Newly created configuration must be saved (by clicking the Save button). This will start the process of retrieving the
Flow logs. To stop the process of retrieving, disable it and click the Save button.

It can take up to 20 minutes (see ) before first flow logs can be visualized.

Every log group has internally assigned a unique IP address (from subnet 127.128.0.0/16) and is treated as a unique
flow source.
All sources can be found in Flowmon Monitoring Center -> Sources.
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Click the Profile button to see traffic of the individual streams.

Select all available streams and click the Save button.

127.128.0,0 {Alogs.e-central-1)

Pl Mok profibed

L TR it Ol B4 ATIIATE 0 1R T BT
m A Nore

Switch to: Flowmon Monitoring Center -> Profiles -> Sources -> Your Log Group

It is possible to view and analyze flows from flow logs as if they were flows from regular data sources.

FOR-04- 30 LI — BEERDA- U 1425

Lhmr &
e CRE T ]

T ]
o £l s

I
[ ] ] e e Ot

CHANNELS (3 WTRELE OF 3 TOWAL)

L T R TR T B eciicieumrengin DR TRON bt

There are some limitations which stem from the flow logs themselves that need to be taken into account.

« If your network interface has multiple IPv4 addresses and traffic is sent to a secondary private IPv4 address,
the flow log displays the primary private IPv4 address in the destination IP address field.

« If trafficis sent to an ENI and the destination is not any of the ENI IP addresses, the flow log displays the
primary private IPv4 address in the destination IP address field.

« If traffic is sent from an ENI and the source is not any of the ENI IP addresses, the flow log displays the
primary private IPv4 address in the source IP address field.

« If traffic is sent to or sent by a network interface, the flow log always displays the primary private IPv4
address, regardless of the packet source or destination, in the interface IP address field.

Flow logs do not capture all IP traffic. The following types of traffic are not logged:

« Traffic generated by instances when they contact the Amazon DNS server. If you use your own DNS server,
then all traffic heading to that DNS server is logged.

+ Traffic generated by a Windows instance for activation of the Amazon Windows license.

« Traffic to and from 169.254.169.254 for the instance metadata.

« Traffic to and from 169.254.169.123 for the Amazon Time Sync service.

« DHCP traffic.
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« Traffic to the reserved IP address for the default VPC router. For more information, see VPC and Subnet
Sizing.

« Traffic between an endpoint network interface and a Network Load Balancer network interface. For more
information, see VPC Endpoint Services (AWS PrivateLink).

+ Some flow log records might get skipped during the capture window. This may be because of an internal
capacity constraint, or an internal error.

The delay between the time when the traffic actually occurred and the time it can be seen in Monitoring
Center can reach up to 20 minutes in the worst case scenario, however; the delay will get smaller with a
higher amount of traffic volume present in the monitored cloud. This is caused by the 10-15 minutes
capture window in which the packets are aggregated to the flow logs before being published, and by the
subsequent 5 minutes delay before Flowmon Collector closes the current profile and shows the traffic in
the GUI.

Flowmon Collector stores incoming flows to a currently opened profile, and therefore it is advised to select
multiple adjacent profiles when searching for flows in a particular time.
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Overview

Flowmon for Azure gives network administrators and security engineers
insight into what is happening in their cloud infrastructure. Its powerful
features can be used to gain control of bandwidth utilization, optimize
network and application performance, reduce time to resolution during
troubleshooting and keep the infrastructure protected against modern cyber-
security threats.

Flowmon for Azure is

« published in the official ,

«+ deployed in the form of an Azure Virtual Machine Instance,

+ capable of collecting as well as generating flow data,

+ suitable for cost optimization with dynamic instance resizing based on
current/planned utilization,

« fully under customer's control - including updates, backups, and
configuration.

Flowmon for Azure supports

« native traffic mirroring with Azure Virtual Network TAP (in selected

regions, as a preview),
« 3rd party VTAP solutions such as Garland Prisms, Ixia CloudLens, or

Gigamon.

Features

Flowmon for Azure supports three modes of operation:

+ Probe,
« Collector,
« Collector and Probe.

Flowmon Virtual Appliances
Rev. 41, 30/07/2021

In this mode, the virtual appliance acts as a Flowmon Probe. It accepts mirrored traffic on monitoring ports and

exports flow data to at least one remote Flowmon Collector instance.
Supported traffic mirroring solutions:

Supported 3rd-party packet brokers:

In this mode, the virtual appliance acts as a Flowmon Collector and accepts supported flow formats from external
probes, network devices on management ports. For details on supported flow sources and formats, refer to the

official Flowmon User Guide.
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In this mode, the virtual appliance acts both as a Flowmon Probe and Flowmon Collector. Probe sends data to the
locally available Collector. For details on configuration, refer to the official Flowmon User Guide.

Licensing
Flowmon for Azure is a virtual appliance with a Bring-Your-Own-License (BYOL) support.
With BYOL, you can apply for a Free Trial License at

For support orinquiries, see our

Azure Marketplace

Flowmon for Azure is available as a Virtual Appliance (VA) in

Azure Markeiplace Apps  Consulting Services

Products Flowmon Collector for Azure

- Sell  Blog

Flowmon Collector for Azure

Flowmon

Overview Plans + Pricing Reviews

Flowmon Collector serves for collection, long-term storage and

analysis of the flow data.

Flowmon Metworks empowers businssses

h our high perform
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troublesh 2nd tickst ri on + Substantial reduction in imgh tion operstion and

management costs » Improving performance of business applications, enhancing user

etric sttacks. What ben

xpariance

Prerequisites

In order to follow this guide, you need the following:

1. Aweb browser compatible with the Azure Portal.
2. Atriallicense from .
3. An active Azure user account with a subscription ( or paid).

Deployment

The deployment of Flowmon for Azure consists of the following steps:

1. Logintothe
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Navigate to the

Get It Now!

Continue with the deployment in the Azure Portal.

Create a virtual machine instance.

Provide mandatory information such as Virtual machine name, Resource group, SSH key for the flowmon
user account, etc.
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You can use to estimate the correct sizing of your instance.

Create a virtual machine
M\ Changing Basic options may reset selections you have made. Review all options prior to creating the virtual machine.

Basics  Disks Networking Management Advanced Tags Review + create

Create a virtual machine that runs Linux or Windows. Select an image from Azure marketplace or use your own customized
image. Complete the Basics tab then Review + create to provision a virtual machine with default parameters or review each tab
for full customization. Learn more

Project details

Select the subscription to manage deployed resources and costs. Use resource groups like folders to organize and manage all
YOUF resources.

Subscription * (@

L

Resource group * (@) {New) flowmon-deployment_group

Instance details

Virtual machine name = @ flowmon-deployment
Region ©~ @ (Europe) West Europe
Availability options © Availability zone
High availability is recommended for production workloads.
Availability zone * @

Image * (@ Flowmon for Azure - v11.0

Azure Spot instance @ Yes No

Size * (@ Standard_D4s_v3 - 4 vcpus, 16 GIiB memory (€147.75/month)

D-series is recommended for general purpose workloads.
Administrator account
Authentication type @ SSH public key Password

1 Azure now automatically generates an SSH key pair for you and allows you to
store it for future use. It is a fast, simple, and secure way to connect to your
virtual machine.

Usemame ~ (3 flowmon
SSH public key source Generate new key pair

Key pair name flowmon-deployment_key
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7. In Disks, add an additional block device to serve as data storage. Select disk types suitable for your
performance vs. cost requirements.
Create a virtual machine

Basics Disks Metworking Management Advanced Tags Review + create

Azure VMs have one operating system disk and a temporary disk for short-term storage. You can attach additional data disks.
The size of the VM determines the type of storage you can use and the number of data disks allowed.

Disk options
0s disk type * @ Standard S5O

The selected VM size supports premium disks. We recommend Premium fo
high 10P oads. Virtual machines with Premium SSD disks qualify for the

Encryption type (Default) Encryption at-rest with a platform-managed key

Enable Ultra Disk compatibility (D Yes No

Data disks

¥ou can add and configure additional data disks for your virtual machine or attach existing disks. This VM also comes with a
temporary disk.

LUN Name Size (GiB) Disk type Host caching

0 flowmon-deployment_.. 1024 Premium SSD Read-only

- Advanced

Use managed disks (i) Yes

Availability zone requires managed disks.
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8. In Networking, review network interface settings and adjust them based on the specifics of your network
topology.

Create a virtual machine

Basics Disks Networking Management Advanced Tags Review + create

Define network connectivity for your virtual machine by configuring network interface card (NIC) settings. You can control
ports, inbound and outbound connectivity with security group rules, or place behind an existing load balancing solution.

Network interface

When creating a virtual machine, a network interface will be created for you.

Virtual network * (3 {new) flowmon-deployment_group-vnet

Subnet * (@O (new) default (10.0.0.0/24)

Public IP (&) {new) flowmon-deployment-ip

NIC network security grou ) Advanced

1' This VM image has figured N5G rules

Configure netw curity (new) flowmon-deployment-nsg

Accelerated networ

ected image does not support accelerated networking.

Load balancing

You can place this virtual machine in the backend pool of an existing Azure load balancing solution. Learn more
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9. In Management, make sure Boot diagnostics are enabled.

Create a virtual machine

Basics  Disks MNetworking Management  Advanced Tags Review + create
Configure monitoring and management options for your VM.

Azure Security Center

Azure Security Center provides unified security management and advanced threat protection across hybrid cdloud workloads.

¥ Your subscription is protected by Azure Security Center basic plan.

Monitoring

Boot diagno On Off

Boot diagnostics is recommended for production workloads.
Diagnostics storage t ) (new) flowmondeploymentgroupdi
Identity
System assigned managed identity

Azure Active Directory

A This image does not support Login with AAD.

10. Review + create the new instance.
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11. Wait for the deployment to finish and retrieve the machine's public IP address from its details.
@ Your deployment is complete

== Deployment name: CreateVm-flowmon.flowmon_collector-preview...  Start ime: 6/20/2020

Resource group:  flowmo

~ Deployment details (Do

Resource Type Operation details
Microsoft.ComputesvirtualMachines oK
Microsoft. Network/networkinterfaces Created
Microsoft.Compute/disks oK
Microsoft.Storage/storageAccounts oK
Microsoft.Network virtualNetworks oK
Microsoft. Network/publiclpAddresses oK

Microsoft. Network/networkSecuntyGrou... OK

~  Next steps

& flowmon-deployment

" Restart [ | stop [ Capture [I Delete |

* Linux (centos 7.7.1908)
H Activitylog : Running : Standard Dds v3 (4 vepus, 16 GiB memory)

Access control (1AM) * West Europe (Zone 1) S 3 . 51.136.1144

€ Tags
/* Diagnose and solve problems
Settings

B Networking

Connect
Properties  Monitoring ~ Capabilities  Tutorials

¥ Virtual machine
flowmon-deployment
B B Linux (centos 7.7.1908)
® Advisor recommendations
v1100-byol

= Extensions
fiowmon

Continuous delivery \ o vi

.

Availability + scaling Agent status Ready D

12. If you need to use this instance as Flowmon Probe, please refer to the Virtual Network Interfaces section
below.

Virtual Network Interfaces

Once the new instance is running, you may provision additional monitoring interfaces (depending on your license).
The most common configuration is eth0 for management and eth1/eth2 for monitoring.
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Make sure to identify interfaces by MAC address inside the running instance, order and numbering may be different!

« %> Attach network interface ¥ Detach network interface

1 Overview

tp-vtap-fmc12  ethl eth2  eth3
E Activity log
A trol (1AM
44 Access control (1AM} | I Network Interface: tp-vtap-fmci2 Effective security rules Topology
& Tags | Virtual network/subnet: tp-vtap-test-vnet/default NIC Public IP: 13.77.204.187 NIC Private IP: 10.0.5.4 Accelerated networking: Disabled

K Diagnose and solve problems
Inbound port rules  Outbound port rules  Application security groups  Load balancing

Settings
| @ Network security group tp-vtap-fmc-nsg (attached to network interface: tp-vtap-fmc12)

22 Networking | Impacts 0 subnets, 4 network interfaces
= Disks PRIORITY NAME PORT PROTOCOL SOURCE DESTINATION ACTION
o Size

1010 HTTPS 443 TCP Any Any @ Allow
O Security

1020 SSH 22 TCP Any Any @ Allow
-7 Extensions

65000 AllowVnetinBound Any Any VirtualN k Vir k @ Allow
% Continuous delivery (Preview)
65001 AllowAzureloadBalancerlnBound Any Any AzureloadBalancer  Any @ Allow
% Availability set

65500 DenyAllinBound Any Any Any Any © Deny

& Configuration

Virtual Disks

Once the new instance is running, you may provision additional data storage if you haven't already done that
during the initial deployment process. It is recommended to store flow data on a disk other than the OS disk
automatically provided with the instance. Adjust disk capacity based on your license.

ifc-vm | Disks =

Virtual machine

» Encryption & Swap OS Disk

R Search (Ctrl+/) | « [5] save X Discard

B overview

& Activity log @ Managed disks created since June 10, 2017 are encrypted at rest with Storage Service Encryption (SSE). You may also want to enable Azure Disk Encryption.
Y
“n Access control (IAM)
° 0 Disk caching cannot be changed for L-Series and B-series virtual machines.
Tags

P Diagnose and solve problems
o Ultra Disk compatibility is not available for this location.

Settings
£ Networking Disk settings
& Connect Fnable Ultra © tibility @
& Disks 0OS disl
B2 size Name size
@ Security 100 GiB
%) Extensions
N Data disks
% Continuous delivery

LUN Name The value must not be empty. N
% Availability + scaling

0 No managed disks available. ~ = =
& Configuration | || : H

The value must not be em | | |
Identity

! Pproperties + Add data disk Create disk
O Locks No managed disks available. |

E1 Export template

Flowmon Configuration

Please refer to .
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Azure Virtual Network TAP

© TheAzure Virtual Network TAP service preview is currently suspended by Microsoft and therefore
unavailable for customer deployments.
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Azure NSG Flow Logs v2

© Azure NSG Flow Logs (v2) are currently not supported by Flowmon Collector.
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Flowmon
Overview

Flowmon for Google Cloud gives network administrators and security
engineers insight into what is happening in their cloud infrastructure. Its
powerful features can be used to gain control of bandwidth utilization,
optimize network and application performance, reduce time to resolution
during troubleshooting and keep the infrastructure protected against modern
cyber-security threats.

Flowmon for Google Cloud is

+ published in the official ,

+ deployed in the form of a Google Cloud Compute Instance,

+ capable of collecting as well as generating flow data,

+ suitable for cost optimization with dynamic instance resizing based on
current/planned utilization,

« fully under customer's control - including updates, backups, and
configuration.

Flowmon for Google Cloud supports

+ native traffic mirroring with VPC Packet Mirroring,
« 3rd party VTAP solutions such as Garland Prisms, Ixia CloudLens, or
Gigamon.

Features

Flowmon for Google Cloud supports three modes of operation:

+ Probe,
« Collector,
« Collector and Probe.

Flowmon Virtual Appliances
Rev. 41, 30/07/2021

In this mode, the virtual appliance acts as a Flowmon Probe. It accepts mirrored traffic on monitoring ports and

exports flow data to at least one remote Flowmon Collector instance.
Supported traffic mirroring solutions:

Support 3rd-party packet brokers:

In this mode, the virtual appliance acts as a Flowmon Collector and accepts supported flow formats from external
probes, network devices on management ports. For details on supported flow sources and formats, refer to the

official Flowmon User Guide.
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In this mode, the virtual appliance acts both as a Flowmon Probe and Flowmon Collector. Probe sends data to the
locally available Collector. For details on configuration, refer to the official Flowmon User Guide.

Licensing

Flowmon for Google Cloud is a virtual appliance with a Bring-Your-Own-License (BYOL) support.

With BYOL, you can apply for a Free Trial License at

For support orinquiries, see our

Google Cloud Marketplace

Flowmon for Google Cloud is available as a Virtual Appliance (VA) in

= Google Cloud Platform

<«

Runs on
Google Compute Engine

Type
Single VM
BYOL

Last updated
12/29/19,7:39 PM
Category
Networking

Security

Version
¥10.3

Operating system
centos 7

Package contents
Flowmon0S 10.33

Q

Flowmon Collector for Google Cloud
Flowmon Networks
Estimated costs: $0.00/month + BYOL license fee

Comprehensive platform for flow-based NetSecOps

LAUNCH ON COMPUTE ENGINE

Overview

Flowmon is for f 1X) network monitoring and security. It provides

need to get an absolute control over the network through network visibility. Flowmon Collector for

Google Cloud is a software appliance for collection, long-term storage, and analysis of flow data (NetFlow, IPFIX,
sFlow, and other) designed for deployment in the Google Cloud environment.

Leamn more (7

About Flowmon Networks

Flowmon Networks empowers businesses to manage and secure their computer networks. With our high
performance network monitoring technology and behavior analytics, T pros benefit from absolute network traffic
visibility to enhance network & application pe d deal with cyber threats

Leam more
About the provider (7

About BYOL

BYOL (Bring Your Own License) solutions let you run software on Compute Engine while using licenses purchased
directly from the provider. Google only charges you for the infrastructure costs, giving you the flexibility to
purchase and manage your own licenses.

Pricing

“This is a BYOL solution which requires a valid license to use. You are ttem

responsible for purchasing and managing your own licenses from Flowmon Flowmon Networks lcense fee (8Y0L)

Prerequisites

In order to follow this guide, you need the following:

Estimated costs

Varies

1. Aweb browser compatible with the Google Cloud Marketplace page.
2. Atriallicense from .
3. An active Google Cloud project with a billing account associated with it. Google Cloud's Free Trial credit is

supported.

Deployment

The deployment of Flowmon for Google Cloud consists of the following steps:
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Log in to the Google Cloud Console.
Navigate to the Google Cloud Marketplace page for Flowmon.
Select Launch on Compute Engine.

AWM R

Google Cloud Platform
<& New Flowmon Collector for Google Cloud deployment
Deploymentname

flowmon-collector-for-google-cloud-1

Zone

us-centrali-c -
Machine type

4vCPUs - 1568 memory Customize

Boot Disk
Boot disk type

‘Standard Persistent Disk -
Boot sk size in GB

1000

Networking
Network interfaces

default default (10.128.0.0/20) ’

Firewall
‘Addtags and firewall ules o allow specific network raffc from the Internet

preferences. Lear more

 Allow HTTPS traffc from the Internet
‘Source IP ranges for HTTPS traffic
0000

192.169.02/24

 Allow TCP port 22 traffc rom the Internet
Source IPranges for TCP port 22 trffc

. You will be presented with a deployment configuration/overview page.

—
s Flowmon Collector for Google Cloud overview

® O Solution provided by Flowmon Networks
Software

Operating System Centos (7)

Softwore Flowmon0s (10.3.3)

Launching a BYOL solution

Flowman Collector for Google Cloud is 2 BYOL (Bring Your Own License) solution.
Marketplace will eploy this solution, but you are responsible for purchasing and
managing the license directly from the provider

Terms of Service

The software or service you are about o use is ot a Google product. By deploying
the software or accessing the service you are agreeing to comply with the
Flowmon Networks terms of service L7, GCP Marketplace terms of service and
the terms of any third party software licenses related to the software or service.
Please review for detals about any
have elated 1o the software or service. To the mited extent an open source

o the software or o P
Marketplace Terms of Service, that open source software license governs your use:
of that software or service.

y that and usage information
may be shared with Flowmon Networks for the purposes of sales attrbution,
performance analysis, and support.

Google i providing this software or service “as-is" and any support fo this
software o service will be provided by Flowmon Networks under their terms of
service.

Flowmon Virtual Appliances
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5. Adjust properties of the deployment. Pay special attention to Boot Disk size and Networking.
Minimal Boot Disk size is 40 (in GB). You will be able to add a second disk suitable for your storage
requirements later (see Virtual Disks below).
Minimal number of Network Interfaces is 1 (for a management port), maximal number is 4 (for an
additional management interface or monitoring ports used for the built-in Flowmon Probe). Every interface
must be assigned to a different VPC with a non-overlapping subnet addressing scheme. The first interface
will have an Ephemeral Public IP address automatically assigned during deployment.

6. Select Deploy.

7. You will be presented with the deployment status overview and further instructions.

Google Cloud Platform
Deployment Manager < flowmon-colle...

W Deployments

Q

X flowmon-collector-for-google-cloud

™ Flowmon Collector for Google Cloud

- o
i Typeregistry VIEW DETAILS M E Solution provided by Flowmon Networks
Site address Pending
B Overview - flowmon-collector-for-google-cloud-1 Admin URL Pending
- non-collectorfor-google-cioud ‘Admin user admin
flowmon-collector-for-google-cloud jinja Admin password 24T2qNEBMiiygsb
(Temporary)
Instance flowmon-collector-for-google-cloud-1-vm
mon-collector-
Instance zone europe-y

W generatecpassuorc p
B fowmon-colector-forgoogle-cloud-1-tcp-44:

B fowmon-collectorforgoogle-cloud-14cp-22

www.flowmon.com

Instance machinetype  n1-standarc-4

 MORE ABOUT THE SOFTWARE

Get started with Flowmon Collector for Google Cloud

‘You will b for p is
completed.

Support

Technical support s availzble during 8AM ~ 4PM (GMT time zone) via email, phone o
the ticketing tool. Escalation hotline operates 24/7. Technical supportis provided in
English and Czech. Gurrent technical support contacts are available on the Flowmon
Portal 4 (for registered users only). The support contact email is
support@flowmon.comZ , phone +420 530 510 601

Response time (reply) to a reported issue/incident is 1 business day provided all the
information necessary for investigation is available. The technical support team may
require additional information, such as logs from appliances to be able to investigate the
issue and carry out remedial actions. For requests such as product troubleshooting, bug
tracking, configuration or data interpretation, the Flowmon technical support team may
require that the user provide remote access. Not providing remote access may negatively
impact the result of the troubleshooting service and in some cases the service will not be
provided at all. Please note that granting remote access may also provide access to your
confidential and/or personal data, and in this respect paragraph 4.5 of Flowmon
Networks EULALA applies. Please also note the relevant liabilty imitations as described
in Flowmon Networks EULA

Go to Flowmon Networks support 4

SHOW SUPPORT ID

Support is not yet active

o

Template properties

\ SHOW MORE
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8. Google Cloud's Deployment Manager will notify you once the deployment has finished. Follow on-screen
instructions and log in to your running instance. Pay attention to Admin URL, Admin user and Admin
password.

Virtual Disks

Once the new instance is running, you may provision additional data storage. It is recommended to store flow data
on a disk other than the OS disk automatically provided with the instance. Adjust disk capacity based on your

license.

Compute Engine

& VM instance details EDIT RESET

Additional disks Jptiona

B VMinstances
T oz New disk (disk-1, Blank, 500 GB) T A
B  Instance templates Mame
MName is permanent
A  soletenant nodes | disk-1| |
Description (Cpticna
= Machine images P
B  Disks P
Type
Snapshots - -
Standard persistent disk -
[."‘: Images Snapshot schedule
|Use snapshot schedules to automate disk backups. Scheduled snapshots 7
R TPUs Mo schedule -
& Migrate for Compute Engi... ® Create snapshot schedules to automatically back up | pismiss
your data.
Ed Committed use discounts Learn more about creating snapshot schedules [
=S |Metadata Source fype
Blank disk | Image | Snapshot
B Health checks
Mode
" ® Read/write
B Zones Read only
& ) : i Deletion rule
e MNetwork endpoint groups When deleting instance
_ ® Keep disk
®  Operations Delete disk
@  Security scans Size (GB)
500

www.flowmon.com
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Flowmon Configuration

Please refer to
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Google Cloud VPC Packet Mirroring

provides continuous mirroring of virtual
machine network traffic to a packet collector without using agents.

This guide follows a simple deployment scenario in which a single Flowmon
Collector resides within the same VPC as mirrored instances. For advanced
deployment scenarios, please refer to the official

Before your start enabling VPC Packet Mirroring in your infrastructure, please make sure you

+ have considered budgetary implications of running packet mirroring,

+ have a Flowmon Collector instance running with two or more network interfaces and an appropriate license
(with at least one monitoring port),

+ have instances you wish to monitor in the same VPC as one of the monitoring interfaces of your Flowmon
instance.

« Logintothe . In all following steps, always select the Region and/or Zone that hosts
your instances.
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+ Create an unmanaged instance group for your Flowmon instance(s). Select the Network that contains the
primary interface of your instances.

& Create an instance group

To create an instance group, select one of the options: Organize VM instances in a group to manage them together. Instance groups [
Name
Mame is permanent
IF:I New managed instance group instance-group-1
A group of VMs created from a template.
[ ipti Dptiona
Supports autohealing, autoscaling, auto escription
updating, regional deployments, and load
balancing. P
Location
. Region Zone
hﬂﬂ New unmanaged instance group Region is permanent Zone is permanent
A group of existing VMs that you manage. > eurape-west3 (Frankfurf) - europe-westac -
Supports load balancing.
Specify port name mapping (Optiona
Netwark
default -
Subnetwork
default (10.156.0.0/20) v

VM instances

You will be billad for VM instances in this group. Compute Engine pricing [7

Equivalent REST or command line

www.flowmon.com 94
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+ Create a regional health check rule. You should select the TCP protocol and port 22.

{5

B VMinstances

& Instance groups

8] Instance templates

B  Solstenant nodes

E Machine images

B Disks

Snapshots

[l  Images

| TPUs

= Migrate for Compute Engi...
2o ] Committed use discounts
SZ  Metadata

B Health checks

0  Zones

Compute Engine

& Create a health check

Health checking mechanisms determine whether VM instances respond properly to
traffic. You cannot create a legacy health check using this page. For more information,
refer to the Health Checks Concepts documentation.

Name

Description

Scope

() Global
(® Regional
Region

europe-west3 (Frankfurt)

Protocol
TCP

Port

Proxy protocol
[ NONE

Request

e

Response (2]

+ Create an internal TCP network load balancer associated with your unmanaged instance group.

Network services

& Load balancing
B CloudDNS

<&  Cloud CDN

S+ Cloud NAT

- Traffic Director
Service Directory

www.flowmon.com

& Create a load balancer

HTTP(S) Load Balancing

Layer 7 load balancing for HTTP and HTTPS

applications Learn more

Configure
HTTP LB
HTTPS LB (includes HTTP/2 LE)

Options

Internet-facing or internal
Single or multi-region

Start configuration

TCP Load Balancing

Layer 4 load balancing or proxy for applications
that rely on TCP/SSL protocol Learn mare

Configure
TCPLB

SSL Proxy
TCP Proxy

Options
Internet-facing or interna

Single or multi-region
o Start configuration
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& Load balancing
B Cloud DNS
<§> Cloud CDN
2+ Cloud NAT

i Traffic Director

1]

Service Directory

Network services

Flowmon Virtual Appliances
Rev. 41, 30/07/2021

& Create aload balancer

Please answer a few guestions to help us select the right load balancing type for

your application

Internet facing or internal only

Do you want to load balance traffic from the Internet to your YMs or only between

WVMs in your netwark?

From Internet to my YMs
(@ Only between my VMs

Multiple regions or single region

Do you w

ant to place the backends for your load balancer in a single region or

across multiple regions?

® Single regién only

In the backend configuration, select the Network that contains the monitoring interface of your Flowmon
instance. Select Instance group and Health check created in previous steps.

‘ﬁ Network services

& Load balancing
-] Cloud DNS

~

«®  Cloud CDN

S+ Cloud NAT

e Traffic Director

(]

Service Directory

& New Internal load balancer

Name

Name is permanent
lowercase, no spaces

Backend configuration

You have not configured your backend yet

Frontend configuration

You have not configured your frontend yet

@  Review and finalize
Optional

cance

Backend configuration

Backend service

e Name
Region
@ -
-
Network
@ :

Protocol: TCP

Backends

New item

e Instance group

Use this instance group as a failover group for backup

Done Cancel

‘ =+ Add backend

OHeahh check

Session affinity

None -

Advanced configurations

In the frontend configuration, select the Subnetwork that contains the monitoring interface of your
Flowmon instance. Enable the load balancer for packet mirroring.

www.flowmon.com
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i Network services

+

+ Create a packet mirroring policy. Select the Network containing your Flowmon and mirrored instances,
provide a Tag marking the virtual machine instances you wish to mirror. Collector destination is the load
balancer (its frontend) you created in the previous step.

Load balancing

Cloud DNS

Cloud CDN

Cloud NAT

Traffic Director

Service Diractory

::: VPC network

VPC networks

External IP addresses

Firewall

Routes

VPC netwark peering

Shared VPC

Serverless VPC access

Packet mirroring

www.flowmon.com

& New Internal load balancer

Name
Name is permanent

lowercase, no spaces

Backend configuration
You have not configured your backend yet

@  Frontend configuration
Your frontend is configured

@  Review and finalize
Optional

Gance

& Create policy

@

©

@

Flowmon Virtual Appliances
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Frontend configuration

New Frontend IP and port

Name

Name is permanent
lowercase, no spaces

Add a description

Protocol
TCP

Subnetwork

Internal IP

Purpose
® Non-shared
Shared

IP address

Ephemeral (Automatic)

Global access
® Disable
Enable

Service label

Packet Mirroring

~ Enable this load balancer for Packet Mirroring

Hide advanced configurations

Done | Cancel

=+ Add frontend IP and port

o Define policy overview — e Select VPC network — e Select mirrored source — o Select collector destination —

e Select mirrored traffic

o Policy name
e Region *

Policy priority
000

Policy enforcement
@) Enabled
() Disabled

CONTINUE CANCEL
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o

i}

~

X <

-4

X =

-4

X =

VPC network

VPC networks
External IP addresses
Firewall

Routes

VPC network peering
Shared VPC
Serverless VPC access

Packet mirroring

VPC network

VPC networks

External IP addresses
Firewall

Routes

VPC network peering
Shared VPC

Serverless VPC access

Packet mirroring

VPC network

VPC networks

External IP addresses
Firewall

Routes

VPC networlk peering
Shared VPC

Serverless VPG access

Packet mirroring

0 |

[[] select individual instances
Selected instances are mimored

& Create policy

Flowmon Virtual Appliances
Rev. 41, 30/07/2021

Q Define policy overview — e Select VPC network — e Select mirrored source — o Select collector destination —

e Select mirrored traffic

Select the VPC network or networks where your mirrored and collector instances are
located. You can only select networks that you have permissions to use

If the mirrored and cellector instances are in the same network, select Mirrored source
and collector destination are in the same VPC network. If they are in different networks
that are peered, select Mirrored source and collector destination are in separate, peered

VPC networks. Learn more

@ Mirrored source and collector destination are in the same VPC network

o Network *

(O Mirrored source and collector destination are in separate, peered VPC networks

CONTINUE CANCEL

< Create policy

Q Define policy overview — Q Select VPC network — e Select mirrored source — o Select collector destination —

e Select mirrored traffic

Specify the source that will be mirrored. Packet mirroring captures all the ingress and
egress traffic of mirrored instances.

Mirrared source

[[] select one or more subnetworks
Instances in these subnetworks are mirrored

Select with network tag

Instances with matching tags are mirrored

CONTINUE CANCEL

€ Create policy

Q Define policy overview — Q Select VPC network — 0 Select mirrored source — o Select collector destination —

e Select mirrored traffic

Select an L4 internal load balancer that balances traffic across your collector instances
(the backend instances), which J}\ect all the mirrered traffic. The lead balancer must
have a forwarding rule specifically for packet mirroring. Learn more

o Collector destination *

‘You can also create new L4 internal load balancer

CONTINUE CANCEL

For Google Cloud Console or API guides, please refer to the official VPC Packet Mirroring documentation.

www.flowmon.com
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& norderto accept and correctly respond to TCP health-checks, you must enable and configure an IP
address on Flowmon's monitoring port. This also includes adjustments in local routing for the monitoring
portin question, please refer to for details.

No other configuration specific for VPC Packet Mirroring is necessary. See instructions on how to enable a
monitoring port in the Flowmon User Guide.
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Google Cloud VPC Flow Logs

© Google Cloud VPC Flow Logs are currently not supported by Flowmon Collector.
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Follows a basic set of important configuration steps that should be performed .
on each Flowmon instance after its deployment has been completed. It is by .
no means an exhaustive list, it is meant to serve as a jumping-off point for new .
users. Please refer to the Flowmon User Guide for detailed instructions and .
documentation of all available configuration options. .

A full copy of the Flowmon User Guide is distributed with every Flowmon
appliance and is accessible via the question mark (?) icon in the upper right
corner of the web interface.

Management Interface

@ Note

This section applies only to Flowmon instances in virtualization platforms that require manual IP
configuration of virtual network interfaces. Disregard this section if the platform of your choice:

+ supports DHCP and you connected Flowmon's management interface to a network where DHCP is
enabled,
+ isacloud platform, such as AWS EC2, Azure or Google Cloud.

To start using your Flowmon instance, it has to be accessible over the network. In order to do that, you have to
configure an IP address on its first management interface.

1. Access the (Virtual) Console of the running instance and click on the black area shown on the screen. You
will be asked to log in. Type flowmon as login and inv3a-t3ch as password. After that, type sysconfig and
press Enter.

2. Select Management port 1 in the menu using the up/down arrow keys and press Enter. On the next screen,
you can set a new IP address, Netmask and Gateway for the web interface. Use the TAB key to move to
the Save button and press Enter.

101


http://www.flowmon.com

— Flowmon

LN} Driving Network Wisibility

192.168.50.84

Z55.255.251.8

132.168.51.254

3. Logoutand close the (Virtual) Console.
4. Later on, this configuration is available in the web interface. Enter Configuration Center and navigate to
the System tab and open Management Interface 1 settings to configure the IP address. Do not forget

to Save the changes.

= Flowmon 5 Configuration Center ~

o
aQ

Quotas Manager

Web Interface

User Settings
GPG Settings

Maintenance

INTERFACE SETTINGS
<> Management Interface 1

<> Management Interface 2

DNS Servers

Hostname

SYSTEM SETTINGS

Time zone

Data Storage
External Data Storage
Email

Proxy

SNMP

SNMP Event Logging

Management Interface 1
1Pv4 configuration

1Pv4 address

Netmask

Gateway

1Pv6 configuration

Change interface settings

Static routes

DESTINATION

I © v

© static ® DHCP

192.168.50.84

255.255.254.0

192.168.51.254

NETMASK

Flowmon Virtual Appliances
Rev. 41, 30/07/2021

A «o- @ O

GATEWAY ACTION

B save X CLEAR DNS CACHE

Available actions: VR AT 3

Access to the web interface is secured with a password-based authentication. In order to configure the GUI
password, access the newly created instance via SSH.

www.flowmon.com
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() Note

In the cloud, access to SSH is secured by a key pair and there is no default password. Please refer to the
platform-specific official documentation for ways to provide SSH public keys to instances on boot.

In on-premise virtualization, access to SSH is secured by a default password inv3a-t3ch. This password
should be changed immediately after the first successful SSH login, for security reasons.

1. Access the Flowmon instance via SSH. Using the user name flowmon and the IP address of its first
management interface.
2. Enter the sysconfig command and set the GUI password.

Please, configure your device.

. Management port 1 Set IP address of management port 1
. Management port 2 Set IP address of management port 2
. DNS servers Configure DNS servers

. Hostname Configure device hostname

. Date & time Configure date & time

. Password settings Configure user account password

. GUI password settings@@Configure admin account password

8. Quit Exit configuration application

3. Once the password is configured, access the Flowmon instance in the browser via HTTPS and proceed with
Flowmon configuration as described below or in the official Flowmon User Guide.

4. Later on, this functionality is available in the web interface. Enter Configuration Center, the System tab,
User Settings. To change the admin password, click on the Edit button (pencil icon) when logged in as
admin, check the Change password checkbox and then type in and confirm the new password.
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Bility

Flowmon Configuration Center +

Overview

System

Quotas Manager

Remote Access

DNS Servers

22 User Settings User Settings

o u:
O edit user X
EMAIL
INTERFACE SETTINGS admin | Logn Email
admin admin@company.com
Name Surname
John Smith
@ Change password
ah Role!  New password Confirm password
SYSTEM SETTINGS Roles (1)

admin
Account settings

Disabled
Unable to change password

User interface settings

Default sort of flows by start time
Get default language from the web browser

Resolving

¥ Autonomous system resolving ¥/ Port name resolving
“ Domain name resolving ¥/ Router resolving

“ 1P geolocation ¥l Type of service (Tos) resolving

Flowmon Virtual Appliances
Rev. 41, 30/07/2021

e« 00

ROLES ACTION

admin

Available actions: [EESEVERIISZY 5 LocouT ALL USERS

MODULES ACTION

Available actions: [EECENNELTS

In the web interface, enter Configuration Center, System tab and open DNS Servers settings. Configure IP
addresses of the Primary and Secondary DNS servers.

Flgwmon > Configuration Center «

Overview

Monitoring Ports

Distributed Architecture

FMC Configuration

Configuration Templates

Resource Manager
Remote Access
Logs

Versions

License

Time and Date

USER SETTINGS SYSTEM SETTINGS

9, Maintenance DNS Servers
INTERFACE SETTINGS Primary DNS
¢?» Management Interface 1 secondary DNS

¢  Management Interface 2

= DNS Servers m

B2 Hostname

SYSTEM SETTINGS
(© Time zone

() Data Storage

192.168.4.253

In the web interface, enter Configuration Center, System tab and open Time zone settings to set the current time
and time zone. Precise time configuration is crucial for a correct flow data analysis. Do not forget to Save the

changes.

www.flowmon.com
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Flowmon » Configuration Center ~

<= User Settings

Overview
@ GPG Settings

System

9, Maintenance

Quotas Manager
Remote Access INTERFACE SETTINGS
Logs ¢3» Management Interface 1
Versions ¢» Management Interface 2
License &= DNS Servers

Bz Hostname

SYSTEM SETTINGS

(© Time zone

() Data Storage

Upload License

Flowmon Virtual Appliances
Rev. 41, 30/07/2021

Time zone
Current time 2019-09-04 13:31
Time zone (closest city) Prague v

Set time automatically D

Use NTP servers supplied by DHCP
Primary NTP server pool.ntp.org
Secondary NTP server

Allow inbound NTP connections

For a properly functioning appliance, it is necessary to apply a valid license. Enter Configuration
Center, License tab, choose the license file and Upload it to your appliance.

Flowmon » Configuration Center -

O= License
Overview

System

Quotas Manager

Remote Access

Logs

Versions b = I
=u o

License MNo License

Data Storage

License file

Choose File | No file chosen

[] 1 uPLOAD

Unlicenced Flowmon Appliance

Mo license is uploaded - appliance is disabled Mo license
Contact Flowmon Support

It is recommended to use a separate disk for storing Flowmon's data. In the web interface, enter Configuration

Center, System tab and open Data Storage.

Select the desired disk from the drop down menu (list of available disks can be updated by clicking
the Rescan button). Confirm the selection by pressing the Save button. System will check the selected disk and
verify the partition table and filesystem (only EXT3, EXT4 and XFS filesystems are supported). If there are any files or
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directories present on the new disk, the system compares their names to those present on the old disk. The files
and directories with same colliding names will be replaced! The migration operation is finished by rebooting the
device. Thus the reboot can take (much) more time than usually, because all the data are being copied and
checked.

Data Storage

Internal storage sdb (40 GB) S () RESCAN

If the new disk has no partition table (for example new data storage created in virtual environment), the system will
alert this and ask the user to create new partition table by clicking on the button Create partition. This will destroy
all data on this disk!

Create partition X

It seems that disk /dev/sdc has no partition table.
Do you want to create a partition table?
All data on this disk will be erased!

CREATE PARTITION CLOSE

When this operation is confirmed, the new partition table is created and system is configured to perform the data
migration. Until the device is restarted, this action can be canceled anytime by choosing the original storage in the
selection. If it is not canceled, then during the reboot the disk is formatted to EXT3/4 (<16TB) or XFS (>16TB)
filesystem and data are copied from the original storage. If everything is done correctly, then the system will boot
with the new storage. If any error occurs, system will boot with the original storage.

Data Storage

| o This device is configured to migrate its collector disk to /dev/sdc after the next reboot. To cancel this action, choose another disk. Reboot the device to finish this operation.

Internal storage sdc (32 GB) v ) RESCAN

During the disk check, the following scenarios may occur:

« New disk has no partition table (described above) - user will be asked whether to create a new partition
table. If so, the system will be configured to perform new disk formatting to EXT3/4 or XFS and data
migration.

» New disk has a valid partition table and is not formatted - during the device reboot the disk is formatted to
the EXT3/4 or XFS filesystem and data are copied.
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New disk is formatted to a filesystem different from EXT3/4 or XFS - migration will not be performed and an
error will be alerted.

New disk is formatted to the EXT3/4 filesystem and is smaller than 16 TB and contains files or directories
with the same names as on the old disk (i.e. their names collide) - the user is warned that some files or
directories on the new disk will be overwritten.

New disk is formatted to the XFS filesystem and is bigger than 16 TB and contains files or directories with the
same names as on the old disk (i.e. their names collide) - the user is warned that some files or directories on
the new disk will be overwritten.

New disk is formatted to the XFS filesystem and is smaller than 16 TB - during the device reboot the disk is
formatted to the EXT3/4 filesystem and data are copied.

New disk is formatted to the EXT3/4 or XFS filesystem and do not contain any files or directories with
colliding names - during the device reboot the data will be copied from original disk to the new one.

Collector Listening Ports

Enter Configuration Center and navigate to the FMC Configuration tab and open Listening Ports settings. Here

you ca

n add new sources or configure existing NetFlows/sFlow source parameters, like the source name, receiving

port, protocol type and forwarding.

Flowmon 5 Configuration Center + A o @ OQunm

. BUILT-IN COLLECTOR Listening Ports
Overview
Monitoring Ports * Basic Settings NAME PORT PROTOCOL FORWARDING SAMPLING RATE ACTION
System ;\ Autonomous systems NetFlow-port2055 2055 NetFlow/IPFIX (udp) No Controlled by a flow source VAR |
NetFlow-port3000 3000 NetFlow/IPFIX (ud No Controlled by a flow source 4 |
@& Flow Database Fields P (udp) d s ®
NetFlow-part9396 9996 NetFlow/IPFIX (udp) No Controlled by a flow source PA |
@& Sources
. . sFlow-port6343 6343 sFlow (udp) No Controlled by a flow source Pa |
Configuration Templates 5] Listening Ports

FTR settings

Collector Initialization

Initialize the built-in collector database in Configuration Center, the FMC Configuration tab, Basic Settings by

clickin

g on the Clear Data Storage button. This step will clear the database! All collected NetFlow data will be lost!

Flowmon » Configuration Center ~

. BUILT-IN COLLECTOR Basic Settings
Overview

Monitoring Ports £ Basic Settings Built-in collector state m

System XA Autonomous systems

Distributed Architecture ¢ Flow Database Fields

FMC Configuration ¢ Sources

Configuration Templates ] Listening Ports X CLEAR DATA STORAGE
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To check the space allocated to the live profile and other plugins, open Configuration Center and the Quotas
Manager tab. It is recommended that at least 10GB is allocated for the live profile and 2GB for each additional
module. Do not forget to Save the changes.

Flowmon 5 Configuration Center ~ B oo @ O admin -

Q) Quotas Manager

[

Disk usage

System

———— 19%
Total: 37.25 GiB ® Monitoring Center (2.57 GiB)} ® FMC profiles chart data (1.15 GiB) ® Modules (0) ® Others (3.45GiB)  Free (30.08 GiB}

Remote Access

Logs Flowmon Monitoring Center

Versions NAME QuoTA CURRENT SIZE
License AllSources ( ] 106i8 88KiB
Qos_Tos [ ] 168 560.0 MiB
Total traffic { ] 16i8 124.4 MiB
icmp [ ] 168 3111 MiB
mail { J 16i8 373.3 MiB
routers [ ] 16i8 373.3 MiB
service [ ] 168 435.6 MiB
user o 16i8 248.9 MiB
Flowmon Monitoring Center backend
NAME QuoTA CURRENT SIZE
Active devices @ 268 186.5 MiB
Reports { ] 26i8 179 MiB

Monitoring Traffic

The monitoring port is a process running over each monitoring interface. It analyzes every single received packet
and computes flow statistics. The statistics are exported to a collector (e.g. external Flowmon Collector or the local
collector). The administrator can check the status of monitoring ports, start/stop monitoring ports or set new
configuration. Each monitoring port is configured by dedicated management panel or it can be switched to the
global mode in which some tabs will be configured according to the Global settings.

Go to Monitoring Ports.
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Flowmon » Configuration Center p en 0 e admin (Base tenant) «

—* Monitoring Ports

Overview
Number of licensed monitoring interfaces: 4 (eth2, eth3, eth4, eth5). Number of connected monitoring interfaces: 2 (eth2, eth3).
Monitoring Ports

System

13X Global settings
Distributed Architecture

FMC Configuration < TARGETS = EXPORTPROTCCOL % ADVANCED SETTINGS

Configuration Templates Active timeout 300
Resources Manager
Inactive timeout 30
Remote Access
® Manual 0
Logs Qutput interface index

Same as input
Versions

License
B SAVE

Active timeout ensures that the very long flows will be exported in specified time. Timeout is checked for each
incoming packet. If corresponding flow is lasting longer than specified time interval, it is deleted from the flow
cache and exported to collector.

Inactive timeout avoids keeping old, inactive flow records in the flow cache forever. When no packets belonging to
the flow are observed for the specified time interval, flow record is exported to collector.

& Monitoring port 1 on eth2 is running ¢ RESTART m STOP
<3 TARGETS £ ADVANCED SETTINGS <2 INTERFACE SETTINGS
Used active timeout: 300s
Inactive timeout: 30s
Link: no link
Packet sampling: no packet sampling

Use custom settings

Enable flow export D

TARGET COLLECTOR PORT PROTOCOL ACTION

localhost 3000 (udp) IPFIX VA |

Available actions: [EEEESCRE R

To start the flow monitoring port press the Start button. If the monitoring port starts correctly, button Start will
change to Stop and button Set Defaults will change to Restart . To use default monitoring port configuration, stop
it and then press Set Defaults button.

In the Targets tab you can configure various number of targets (i.e. collectors) where the flow exports are to be
exported. The targets can be added or removed by pressing the New target or Delete button. Every target is
specified by items Target address and Collector port. The address item is an address to a collector. If the probe
built-in collector is to be used, use the address localhost. The port item specifies the listener port of the collector.
For the built-in collector use the port 3000. The Flow sampling rate value defines a deterministic sampling (e.g
sampling interval 1 in 3 flows) for monitoring port flows. If you enter a N value, every Nth flow will be exported. This
is usefulin situation when the collector is overloaded by incoming flows. The zero value disables this feature.

The Network protocol option can be selected in corresponding drop-down menu. UDP (default) or TCP protocol
can be selected. TCP protocol is supported for IPFIX export protocol only. If TCP is selected as network protocol, the
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encryption TCP/TLS can be enabled. For TCP/TLS, the set of keys and certificates have to be generated for flow
exporting device (monitoring port) and for collector. All certificates must be signed by the same certification
authority (CA). Its certificate (CA certificate) must be provided together with the monitoring port key and certificate
to each monitoring port target using TCP/TLS protocol. The provided key(s) must not be encrypted.

In the Export protocol tab you can select the Export protocol NetFlow v5, NetFlow v9 and IPFIX. By unchecking
the Use custom settings toggle switch and clicking on button OK will be this tab configured according to the global
configuration. Additionally, the frequency of sending the template can be configured.

Edit target X

= TARGETS = EXPORT PROTOCOL

This mode allows forwarding of flows via a UDP protocol using a spoofed IP address of the flow source.
This mode is compatible with all Flowmon collectors and third-party collectors.

‘) Use custom settings

Protocol
NetFlow v5
MetFlow v9

* IPFIX

Template's resending interval every 4096  packets or every  &00 seconds.

Collecting Data

Send NetFlow v5, NetFlow v9 or IPFIX flow data to Management Interface 1 of your Flowmon Collector. For
available listening ports, corresponding supported flow data formats, and flow collection status, refer to FMC
Configuration / Listening Ports.

To start analyzing your data, go to Monitoring Center.
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3rd-party Packet Brokers

The following 3rd-party packet brokers are currently supported:

« Garland Prisms
« Ixia CloudLens
« Gigamon

www.flowmon.com
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Garland Prisms

This solution is leveraging Garland Prisms - to provide network traffic - and
Flowmon with extension modules for NPMD, network behavior analysis,
performance monitoring, DDoS detection and on-demand packet capture - to
provide insight into network traffic. With Garland Prisms agents installed on all
monitored virtual instances, a copy of the network traffic is routed to
monitoring interfaces of a Flowmon instance for processing and analysis.

This document outlines steps necessary to start analyzing network traffic in
your cloud deployment with Garland Prisms and Flowmon.

1. Arunninginstance of Flowmon ( , or )

Flowmon Virtual Appliances
Rev. 41, 30/07/2021

2. Anumber of running client instances where Garland Prisms agents can be installed.

For an up-to-date deployment guide, please refer to
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Go to Flowmon Configuration Center of your Flowmon instance.

Choose the Monitoring Ports panel.

Flowmon Virtual Appliances
Rev. 41, 30/07/2021

Under Global settings -> Advanced settings enable VXLAN decapsulation on port 4789.

Click on the Save button.

2 Global settings

%3 ADVANCED SETTINGS

@ TARGETS = EXPORT PROTOCO
Packet sampling rate 0
Light mode

OPTIONAL L2 VALUES FOR NETFLOW RECORD OPTIONAL L3/L4 VALUES FOR IPFIX RECORD

¢ MAC 4 L3/L4 extended
¢ MPLS 4 NPM
v
Auto v Select decapsulation mode of MPLS packets Extended NPM
¢ VLAN

DECAPSULATE TUNNEL PROTOCOLS
GRE
ESP

< VxLAN

4789

Select VLAN port

ERSPAN
PPPoE

‘Add L2 values enabled for NetFlow record
1o the key fields Q
Use autonomous system list ()

® Default AS list

Custom AS list

OPTIONAL L7 VALUES FOR IPFIX RECORD

# DHCP
< DNS
< HTTP
Email
NBAR2
Samba
VolP

<

Y

Ly

5060 Select VolIP SIP ports.

TGS

MssaL
PostgreSQL
Mysal

TLS main

TLS client

TLS certificate
TLS JA3

IEC 104
COAP
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Ixia CloudLens

Flowmon and Ixia have joined to provide true cloud visibility. The solution is
leveraging Ixia CloudLens Agents - to provide network traffic - and

Flowmon with extension modules for NPMD, network behavior analysis,
performance monitoring, DDoS detection and on-demand packet capture - to
provide insight into network traffic. With Ixia CloudLens Agents installed on all
monitored virtual instances, a copy of the network traffic is routed to their
counterpart running on the Flowmon Collector VA instance for processing and
analysis.

Virtuzalinstance Flowman Collector

-
!'!.’.

. . - - ———.
Cloud ﬂtJ Packet (53 Cloud r:J I-_ I E

This document outlines steps necessary to start analyzing network traffic in
your cloud deployment with Ixia CloudLens and Flowmon.

1. Arunninginstance of Flowmon ( , or ).
2. Anumber of running client instances where Ixia CloudLens Agents can be installed.

For an up-to-date deployment guide, please refer to

To install an Ixia CloudLens Agent on Flowmon, open an SSH connection to the Flowmon instance via its
management IP address and run the following commands. Replace PROJECT_KEY with the value retrieved from
the Ixia Portal during project creation.

1. Start docker and enable it as a service.

1 sudo systemctl start docker
2 sudo systemctl enable docker

2. Run container with Ixia CloudLens Agent.
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sudo docker run --name ‘ixia-cloudlens-agent-fmc \
-v /:/host \
-v /var/run/docker.sock:/var/run/docker.sock \
-d --restart=always --net=host \
--privileged --restart=on-failure \
ixiacom/cloudlens-agent \
--server agent.ixia.cloud \
--accept_eula yes \
--apikey $PROJECT_KEY

O oo~NoOuUu b WNH

3. Verify that the container is running.

1 sudo docker ps | grep ixia-cloudlens-agent-fmc

See or follow instructions on how to enable a monitoring port in the Flowmon User Guide.
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This solution is leveraging Gigamon Visibility Platform - to provide network
traffic - and Flowmon with extension modules for NPMD, network behavior
analysis, performance monitoring, DDoS detection and on-demand packet
capture - to provide insight into network traffic. With Gigamon VTap agents
installed on all monitored virtual instances, a copy of the network traffic is
routed to monitoring interfaces of a Flowmon instance for processing and
analysis.

This document outlines steps necessary to start analyzing network traffic in
your cloud deployment with Gigamon and Flowmon.

1. Arunninginstance of Flowmon ( , or ).
2. Anumber of running client instances where Gigamon vTAP agents can be installed.

In order to be able to use Gigamon, several components are needed. They can be either virtual or physical
appliances. For a fully virtualized installation, you need to have instances of

+ Gigamon Fabric Manager,
« VSeries Node,

« VSeries Controller,

« VTap Controller.

In order to send packets to Gigamon Visibility Fabric, you need to install Gigamon vTAP on every host you want to
monitor.

For more information about the Gigamon Solution and up-to-date installation guides, see

There is no need to install anything on your Flowmon.

1. Go to Flowmon Configuration Center of your Flowmon instance.
2. Choose the Monitoring Ports panel.
3. Under Global settings -> Advanced settings enable VXLAN decapsulation on port 4789.
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4. Click on the Save button.

¢ Global settings

= TARGETS = EXPORT PROTOCOL
Packet sampling rate 0
Light mode

OPTIONAL L2 VALUES FOR NETFLOW RECORD
# MAC
¢ MPLS

Auto v Select decapsulation mode of MPLS packets

< VLAN

DECAPSULATE TUNNEL PROTOCOLS
GRE
ESP

< VxLAN

4789 Select VxLAN port

ERSPAN
PPROE

Add L2 values enabled for NetFlow record

1o the key fields
Use autonomous system list

@
@

® Default AS list Custom AS list

www.flowmon.com

2 ADVANCED SETTINGS

OPTIONAL L3/L4 VALUES FOR IPFIX RECORD

¥ L3/L4 extended
I NPM
@ Extended NPM

Flowmon Virtual Appliances
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OPTIONAL L7 VALUES FOR IPFIX RECORD

# DHCP
# DNS

¥ HTTP
| Email
# NBAR2
¥ Samba

< VolP
5060

Select VolIP SIP ports.

O

MssaL
PostgreSQL
MysqL

TLS main

TLS client
TLS certificate
TLS JA3

IEC 104
COAP
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